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ABSTRACT  
 
The standard human-capital model is based on the assumption that earnings 
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1. Introduction 
 
In the standard human-capital model proposed by Mincer (1974), the logarithm of the 
hourly observed earnings of an individual is explained by schooling years, potential 
labor-market experience and experience squared. This section presents the theoretical 
foundations of the standard Mincerian equation as recently reported by Heckman et al. 
(2003). Therefore, we make no claim of originality at this stage and mainly aim at 
helping the reader with notations and terminology adopted in the next sections.  
Mincer argues that potential earnings today depend on investments in human capital 
made yesterday. Denoting potential earnings at time t as tE , Mincer assumes that an 
individual invests in human capital a share tk  of his/her potential earnings with a return 
of tr  in each period t. Therefore we have: 
 
(1) )kr1(EE ttt1t +=+     
 
which, after repeated substitution, becomes: 
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or alternatively: 
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Under the assumptions that:  
 

• schooling is the number of years s spent in full-time investment 
( 1k...k 1s0 === − ), 

 
• the return to schooling in terms of potential earnings is constant over time 

( β=== −1s0 r...r ), 
 

• the return to the post-schooling investment in terms of potential earnings is 
constant over time ( λ=== −1ts r...r ),  

 
we can write expression (3) in the following manner: 
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which yields: 
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for small values of β , λ  and k 1. 
In order to build up a link between potential earnings and labor-market experience z, 
Mincer assumes that the post-schooling investment linearly decreases over time, that is: 
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where 0stz ≥−= , T is the last year of the working life and )1,0(∈η .  
Therefore, using (6), we can re-arrange expression (5) and get: 
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Then, by subtracting (6) from (7), we obtain an expression for net potential earnings, i.e. 
potential earnings net of post-schooling investment costs: 
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which can also be written as: 
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Finally, assuming that observed earnings are equal to net potential earnings at any time t 
(a key-assumption, as argued in the next section): 
 
(10) tt npelnwln =  
 
and, using expression (9), we get the standard Mincer equation: 
 
(11) 2

t zzswln φ+δ+β+α≈ . 
 
2. Evidence: adjustment model 

 
Following Heckman et al. (2003), the standard Mincerian framework seems to be 
characterized by two main features. First, it provides an explanation why the logarithm 
of the net potential earnings of an individual at time zst +=  can be approximately 
represented as a function of s and z, i.e. expression (9). Second, it is based on the 
assumption that, at any time st ≥ , the logarithm of the observed earnings of an 
individual is equal to the monetary value of the individual net human-capital 
productivity, measured by his/her net potential earnings, i.e. assumption (10). 
This paper does not question expression (9) and focuses on assumption (10). On the 
lines of Flannery and Rangan (2006), we argue that assumption (10) can be replaced by 

                                                 
1 Note that the symbol of equality )(=  in expression (4) becomes a symbol of rough equality )(≈  in 
expression (5). It happens because, if x is closed to zero, then x)x1ln( ≈+ .     
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a more flexible assumption. Particularly, observed earnings can be seen as dynamically 
adjusting to net potential earnings, according to the following simple adjustment model:  
 
(12) )wlnnpe(lnwlnwln 1tt1tt −− −ρ=−                  
 
where [ ]1,0∈ρ  measures the speed of adjustment.  
If 1=ρ , then assumption (10) holds, the speed of adjustment is maximum, observed 
earnings instantaneously adjust to net potential earnings, and the standard Mincerian 
model (11) holds. If instead 0=ρ , then observed earnings are constant over time and 
do not adjust at all to variations of net potential earnings. In general, when the speed of 
adjustment is neither null nor maximum, replacing expression (9) into (12) gives:  
 
(13) ( )2

1tt zzswln)1(wln φ+δ+β+αρ+ρ−≈ −                                       
 
or alternatively: 
 
(14) 2

4321t10t zzswlnwln υ+υ+υ+υ+υ≈ −                                                                       
 
where ρα=υ0 , ρ−=υ 11 , ρβ=υ2 , ρδ=υ3  and ρφ=υ4 . 
Expression (14) is a dynamic version of the Mincer equation. Note that, when 
individual-level longitudinal data are available, the complement to one of the speed of 
adjustment ( ρ−1 ) can be estimated and the theory underlying (14) can be tested. The 
main requirement for the theory to be consistent with the data is to find that the 
coefficient 1υ  is significantly different from zero. 
The Appendix presents estimates based on model (14). We use the ordinary-least-
squares estimator to explore 1994-2001 data on male workers (aged between 15 and 65) 
from the European Community Household Panel (ECHP). Figure 1 uses the Appendix 
estimates to provide measures of the speed of adjustment in 13 countries. 
The main empirical result is that observed earnings do not instantaneously adjust to 
human-capital productivity (net potential earnings) since no one country has a speed of 
adjustment either equal or closed to one. Hence, assumption (10) in the standard 
Mincerian model is rejected by the ECHP data.  
As one would reasonably expect, due to different labor-market institutions, the speed of 
adjustment of observed hourly wages to human-capital productivity is heterogeneous 
across European countries. Particularly, Finland is the country with the highest speed of 
adjustment, while Luxemburg is the country with the lowest speed.  
Since the dynamic Mincer equation seems robust on the empirical ground, the next step 
consists of discussing its possible theoretical foundations. Specifically, the next section 
shows that a dynamic Mincer equation (14) can be obtained as the solution of a simple 
employer-employee wage bargaining model.   
 
3. Theory: bargaining model 
 
From a theoretical point of view, assumption (10) fits within the perfect-competition 
framework where the nominal wage equals the monetary value of the marginal labor 
productivity. However, if one believes that the imperfect-competition framework is a 
more realistic view of the labor market2, then several arguments can support the 

                                                 
2 A general reference is the New Keynesian view of the labor market. 
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statement that assumption (10) is unlikely to hold. This manuscript focuses on one of 
the possible arguments: the existence of wage bargaining at employer-employee level. 
Additional arguments (asymmetric information, role of unions and efficiency wages) 
are briefly discussed in the last section of this paper. 
The standard Mincerian model puts too much emphasis on the supply side: the more an 
individual invests in his/her human-capital development, the higher his/her wage is. The 
model that is presented in this section aims at enhancing the role played by demand 
factors in determining wages, without diminishing the one played by supply factors. 
More explicitly, the argument is that schooling and post-schooling investments provide 
individuals with net potential earnings, meaning skills required to earn a given amount 
of money. However, observed earnings are likely to be the result of both employee’s 
skills (supply) and employer’s willingness to pay (demand). Since real-life labor 
markets are characterized by wage bargaining, the possibility of a margin-formation 
between observed earnings and net potential earnings should not be ruled out a-priori. 
This implies that observed earnings may not coincide with net potential earnings, 
although the former generally depend on the latter.      
As additional feature, the model keeps into account the stylized fact that observed 
earnings exhibit path-dependence. To the best of our knowledge, this feature is novel 
because the existing (micro and macro) evidence on the autoregressive nature of 
observed earnings3 has not received attention in Mincerian studies so far.   
To anticipate the model’s conclusion, current observed earnings are shown to be 
dependent on both past observed earnings and current net potential earnings. 
Let us assume that the logarithm of the observed earnings of an employee arises from a 
simple, decentralized Nash bargaining between an employee and an employer and that: 
 

• Employee objective function: the employee maximizes his/her observed 
earnings at time t4, namely the employee maximizes t

employee
t wlnU = ; 

 
• Employer objective function: the employer maximizes the difference between 

the monetary value of the employee’s  net productivity at time t and the salary 
that he/she has to pay to the employee, namely the employer maximizes 

tt
employer
t wlnnpelnU −= ; 

 
• Employee outside option: if bargaining fails, the outside option for the employee 

is the unemployment benefit at time t, i.e. t
employee
t blnU~ = ; 

 
• Employer outside option: if bargaining fails, the outside option for the employer 

is 0U~ employer
t =  because the employer neither gets the monetary value of the 

employee’s net productivity nor pays a salary; 
 

• Nash bargaining function: the Nash bargaining function has a Cobb-Douglas 
specification, i.e. ρ−ρ −−= 1employer

t
employer
t

employee
t

employee
tt )U~U()U~U(U . 

 
As usual in the literature, the coefficient [ ]1,0∈ρ  in the Nash bargaining function is 
interpreted as the bargaining power of the employee, while ρ−1  is the bargaining 

                                                 
3 See Taylor (1999) for a good survey.  

4 Note that both observed and net potential earnings must be measured in logarithms to be consistent with 
the Mincerian assumption (10).   
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power of the employer. The reason why the bargaining power of the employee is 
labeled in the same way as the speed of adjustment is clarified at the end of this section.  
Following common practice, let us further assume that the unemployment benefit at 
time t is calculated as a share of the salary of the employee at time 1t − , i.e. 1tt wb −λ=  
where )1,0(∈λ  is the so-called replacement rate. Note that this assumption is important 
because it introduces the lagged observed wage into the model.   
The solution of the employer-employee bargaining problem provides the following 
first-order condition: 
 

(15) 
tt1tt wlnnpeln

1
wlnlnwln −

ρ−
=

−λ−
ρ

−

                                                       

 
which, in turn, yields: 
 
(16) t1tt npelnwln)1(ln)1(wln ρ+ρ−+λρ−= −                                 
 
Hence, if the employee has full bargaining power ( 1=ρ ), then expression (16) becomes 
expression (10) and the standard Mincerian model holds. Intuitively, only when the 
employee has full bargaining power, he/she is actually able to earn all his/her net 
potential earnings. In this case, the employer is indifferent between employing and not 
employing because 0U~U employer

t
employer
t == .   

On the other hand, if the employee has zero bargaining power ( 0=ρ ), then expression 
(16) implies 1tt wlnlnwln −+λ=  which, in turn, implies t1tt ublnwlnwln =λ= − . In 
this case, the employee is indifferent between working and being unemployed because 

employee
t

employee
t U~U = .   

In general, when the bargaining power of the employee is neither null nor full 
( 10 <ρ< ), replacing expression (9) into (16) yields:  
 
(17) ( )2

1tt zzswln)1(ln)1(wln φ+δ+β+αρ+ρ−+λρ−≈ −                     
 
or alternatively: 
 
(18) 2

4321t10t zzswlnwln υ+υ+υ+υ+υ+τ≈ −                                                   
 
where λρ−=τ ln)1(  and the υ  coefficients are defined as in section 2.  
Note that, when the replacement rate λ  equals to one, model (18) and model (14) 
perfectly match. Therefore, the bargaining power of the employee can be interpreted as 
a proxy of the speed of adjustment and vice-versa. Specifically, the fact that the speed is 
far from being one indicates that the bargaining power of the employee is far from being 
full and vice-versa.         
            
4. Implications for the schooling return 

 
This section shows that a dynamic version of the Mincer equation implies that the return 
to schooling in terms of observed earnings is not independent of labor-market 
experience. This result is consistent with recent empirical evidence provided by 
Heckman et. al. (2005). In addition, it is shown that the return to schooling in terms of 
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net potential earnings, provided by the standard Mincer equation, can also be computed 
using its dynamic version.  
 
4.1 Static return to schooling in terms of net potential earnings 
To begin, we find of interest stressing that the total return to schooling in the static 
model (11) is given by the following expression: 
 

(19) β≈
∂

∂
=

∂
∂ +

s
wln

s
wln zst  

 
and is constant over the working life, meaning independent of labor-market experience 
z. Further, because of assumption (10), the return to schooling in terms of observed 
earnings and the one in terms of net potential earnings coincide5.  
We label β  as static return to schooling in terms of net potential earnings and show, in 
subsection 4.3, that our interpretation of β  in terms of net potential rather than observed 
earnings is the most appropriate.   
 
4.2 Returns to schooling in terms of observed earnings  
The dynamic model (14) allows obtaining the evolution of the schooling return over the 
entire working life. For instance, at time s, expression (14) can be written as follows: 
 
(20) 2

1ss 00swln)1(wln ρφ+ρδ+ρβ+ρ−+ρα≈ −  
 
where 1sw −  is the minimum wage at time 1s − , assumed to be independent of schooling 
years. Therefore, the return to schooling, at time s (i.e. when an individual enters the 
labor market), is given by: 
 

(21) ρβ≈
∂

∂
=β

s
wln)0( s . 

 
Analogously, at time 1s + , expression (14) can be written as follows: 
 
(22) 2

s1s 11swln)1(wln ρφ+ρδ+ρβ+ρ−+ρα≈+  
 
and the total return to schooling is given by: 
 

(23)  )1(
s
wln)1( 1s ρ−ρβ+ρβ≈
∂

∂
=β + . 

 
At time 2s + , expression (14) is as follows: 
 
(24) 2

1s2s 22swln)1(wln ρφ+ρδ+ρβ+ρ−+ρα≈ ++  
 
and the total return to schooling is given by: 
 

(25) 22s )1()1(
s
wln)2( ρ−ρβ+ρ−ρβ+ρβ≈
∂

∂
=β + . 

                                                 
5 See expression (9). 
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Therefore, at time zs + , the return to schooling in terms of observed earnings is given 
by the following expression: 
 

(26) [ ]Z32zs )1(....)1()1()1(1
s
wln)z( ρ−++ρ−+ρ−+ρ−+ρβ≈
∂

∂
=β + , 

 
and is, in general, dependent of labor-market experience z. 
Clearly, at the end of the working life, the total return in terms of observed earnings is 
as follows: 
 

(27) [ ]T32Ts )1(....)1()1()1(1
s

wln)T( ρ−++ρ−+ρ−+ρ−+ρβ≈
∂

∂
=β + . 

 
4.3 Dynamic return to schooling in terms of net potential earnings 
The return in expression (26) is, in general, lower than the return in expression (19), 
although the first converges to the latter as labor-market experience z increases. Indeed, 
for a value of )1,0(∈ρ , the following expression holds: 
 

(28) ⎥
⎦

⎤
⎢
⎣

⎡
ρ−−

ρβ≈β=∞β
∞→ )1(1

1)z(lim)(
z

.  

 
Therefore, the dynamic model (14) is able to provide a measure of β  comparable6 with 
expression (19). We label )(∞β  as dynamic return to schooling in terms of net potential 
earnings.  
Expression (28) helps to show that our interpretation of β  in terms of net potential 
rather than observed earnings is the most appropriate because nobody can live and work 
forever. To the extent of T being a finite number, the return to schooling in terms of 
observed earnings )z(β  can never be equal to β , but in the very special case of 1=ρ .  
 
4.4 Final remarks 
It is easy to prove that the following inequalities hold: 
 
(29) β<β<β<β )T()z()0(  
 
for every z and T such that ∞<<< Tz0  and 0>β , if )1,0(∈ρ . 
In addition, one can verify that: 
 
(30) β<=β=β=β 0)T()z()0(  
 
for every z and T such that ∞<<< Tz0  and 0>β , if 0=ρ . 
Finally, it is easy to show that: 
 
(31) β=β=β=β )T()z()0(   
 

                                                 
6 Notice that β=⎥
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for every z and T such that ∞<<< Tz0  and 0>β , if 1=ρ . 
 
4.5 Example 
As a matter of example, we use expression (26) to compute returns to schooling in 
terms of observed earnings using Appendix estimates. Particularly, we consider two 
extreme cases: the country with the highest estimated adjustment speed, Finland, and 
the country with the lowest speed, Luxemburg. As shown in Figure 2 (the horizontal 
axis measures potential labor-market experience), at the beginning of the working life, 
for individuals with the same observed characteristics, the return to schooling is higher 
in Finland than in Luxemburg, while the converse happens at the end of the working 
life. Note that a standard Mincerian model cannot capture these dynamics and 
overestimates the observed-wage return to schooling, particularly at the beginning of 
the working life.     
   
5. Conclusions 

 
A seminal work by Mincer (1974) has been the starting point of a large body of 
literature dealing with the estimation of a wage equation where the hourly-wage 
logarithm is explained by schooling years, potential labor-market experience, and 
experience squared. Within this framework, the coefficient of schooling years is usually 
interpreted as being the return to an additional year of schooling in terms of observed 
earnings.  
An excellent synthesis of the research papers adopting the Mincer equation as 
underlying framework has been provided by Card (1999). The reviewed works 
generally focused on the estimation of the average impact of schooling on earnings, by 
means of both ordinary least squares and instrumental-variable techniques.  
Today, ‘the state of the art’ described by Card looks outdated. This is partly because the 
last decade was characterized by a special interest in adopting the Mincer equation for 
identifying the effect of schooling not only on the mean but also on the shape of the 
conditional wage distribution, using the quantile-regression techniques due to Koenker 
and Bassett (1978). Starting from a seminal work by Buchinsky (1994), the last few 
years saw the publication of numerous estimates of the schooling-coefficient along the 
conditional wage distribution, with the frequent finding that education has a positive 
impact on within-groups wage inequality, as suggested by Martins and Pereira (2004) 
among others. Additional results using instrumental-variable-quantile-regression 
techniques have been provided by Arias et al. (2001), Chernozhukov and Hansen 
(2006), Lee (2007) and Andini (2008). 
In spite of its wide acceptance within the profession, the spread of the framework 
developed by Mincer over the last forty years has not been uncontroversial. Some 
authors criticized the Mincerian framework by arguing that the equation is not able to 
provide a good fit of empirical data; some stressed that the average effect of schooling 
on earnings is likely to be non-linear in schooling; some suggested that education levels 
should replace schooling years in the wage equation. For instance, Murphy and Welch 
(1990) maintained that the standard Mincer equation provides a very poor 
approximation of the true empirical relationship between earnings and experience, while 
Trostel (2005) argued that the average impact of an additional year of schooling on 
earnings varies with the number of completed schooling-years.     
In summary, despite some critical voices, the history of human-capital regressions 
seems characterized by a generalized attempt of consistently estimating the coefficient 
of schooling (both on average and along the conditional wage distribution), under an 
implicit acceptance of the theoretical interpretation of the schooling-coefficient itself. 
Nevertheless, the important issue of the theoretical interpretation of the schooling-
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coefficient has been recently rediscovered and discussed by Heckman et al. (2005), who 
empirically tested several implications of the classical Mincerian framework, using 
Census data for the United States. Among other implications of the Mincerian approach, 
the authors tested and often rejected the implication that the return to schooling in terms 
of observed earnings is independent of labor-market experience. 
On the lines of Heckman et al. (2005), our paper has provided additional theoretical and 
empirical arguments against the usual interpretation of the coefficient of schooling in 
the standard Mincer equation. Indeed, we have argued that the return to schooling in 
terms of observed earnings is, in general, dependent of labor-market experience. As 
shown, the latter result can be easily derived from a dynamic specification of the Mincer 
equation where past observed earnings contribute to explain current observed earnings.    
To conclude, it is worth stressing that this paper does not claim for generality. Clearly, 
the theoretical model in section 3 holds under a set of specific assumptions. The main 
issue, at this point, is whether these assumptions bring us closer to reality (enhanced 
role of demand factors in determining wages) or not. In any case, there seems to be 
substantial empirical evidence supporting the argument that past observed earnings, 
together with accumulated human capital (schooling and post-schooling investments), 
play an important role in explaining current observed earnings. This finding should 
open the door to new research effort looking for alternative, and perhaps more general, 
micro-foundations of a dynamic Mincer equation. Issues related to asymmetric 
information (for instance, the case where the employer does not observe the net 
potential earnings of the employee), role of unions (wage bargaining at collective level 
and insider-outsider considerations) and efficiency wages (the employer cannot observe 
the employee’s effort) are interesting topics for future investigation. 
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Figure 1. Speed of adjustment in 13 countries 
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Figure 2. Returns to schooling in terms of observed earnings  
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APPENDIX 
 

 
United Kingdom 
 
Linear regression                                      Number of obs =    1673 
                                                       F(  4,  1668) =  619.07 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.7595 
                                                       Root MSE      =  .25787 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .7426604   .0355119    20.91   0.000     .6730078    .8123129 
           s |   .0219434   .0040531     5.41   0.000     .0139937    .0298931 
           z |   .0072357   .0033551     2.16   0.031     .0006551    .0138163 
          z2 |  -.0001402   .0000618    -2.27   0.023    -.0002615    -.000019                            
       _cons |   .2285857   .0434871     5.26   0.000     .1432905    .3138808 
------------------------------------------------------------------------------ 
 
Germany 
 
Linear regression                                      Number of obs =    1433 
                                                       F(  4,  1428) =  861.16 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.8216 
                                                       Root MSE      =  .26761 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .7785949   .0228916    34.01   0.000     .7336901    .8234998 
           s |   .0122567   .0017606     6.96   0.000     .0088031    .0157103 
           z |   .0130776   .0030054     4.35   0.000     .0071822     .018973 
          z2 |  -.0002529   .0000609    -4.16   0.000    -.0003723   -.0001335 
       _cons |   .4648309   .0511591     9.09   0.000     .3644759    .5651859 
------------------------------------------------------------------------------ 
 
Denmark 
 
Linear regression                                      Number of obs =    1234 
                                                       F(  4,  1229) =  275.83 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.7499 
                                                       Root MSE      =  .24092 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |    .775379   .0541923    14.31   0.000     .6690593    .8816986 
           s |   .0089663   .0023441     3.83   0.000     .0043674    .0135651 
           z |   .0012549   .0030144     0.42   0.677    -.0046591    .0071689 
          z2 |  -4.95e-06   .0000569    -0.09   0.931    -.0001166    .0001067 
       _cons |    .991846   .2197059     4.51   0.000     .5608058    1.422886 
------------------------------------------------------------------------------ 
 
Belgium 
 
Linear regression                                      Number of obs =    4788 
                                                       F(  4,  4783) = 1305.35 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.7329 
                                                       Root MSE      =  .21003 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .7610172   .0222499    34.20   0.000     .7173971    .8046373 
           s |   .0153309   .0016627     9.22   0.000     .0120713    .0185905 
           z |   .0055855    .001611     3.47   0.001     .0024271    .0087439 
          z2 |  -.0000521   .0000335    -1.55   0.121    -.0001178    .0000137 
       _cons |   1.223899   .1104141    11.08   0.000     1.007437    1.440361 
------------------------------------------------------------------------------ 
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France 
 
Linear regression                                      Number of obs =    4657 
                                                       F(  4,  4652) = 1057.52 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.6111 
                                                       Root MSE      =   .2867 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .6525568   .0211769    30.81   0.000     .6110399    .6940736 
           s |   .0319533    .002397    13.33   0.000      .027254    .0366526 
           z |   .0098967   .0018987     5.21   0.000     .0061745     .013619 
          z2 |  -.0001061   .0000401    -2.65   0.008    -.0001847   -.0000276 
       _cons |   .8963042   .0614445    14.59   0.000     .7758438    1.016765 
------------------------------------------------------------------------------ 
 
Ireland 
 
Linear regression                                      Number of obs =    4847 
                                                       F(  4,  4842) = 2426.24 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.7549 
                                                       Root MSE      =  .28876 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .8087401   .0121514    66.56   0.000     .7849177    .8325624 
           s |   .0166225   .0021214     7.84   0.000     .0124635    .0207814 
           z |  -.0002701   .0014011    -0.19   0.847    -.0030168    .0024767 
          z2 |   .0000276   .0000287     0.96   0.336    -.0000286    .0000838 
       _cons |   .2397471   .0243078     9.86   0.000     .1920927    .2874015 
------------------------------------------------------------------------------ 
 
Italy 
 
Linear regression                                      Number of obs =   12535 
                                                       F(  4, 12530) = 3730.64 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.7001 
                                                       Root MSE      =  .20755 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .7269337   .0096548    75.29   0.000     .7080087    .7458586 
           s |   .0132013    .000689    19.16   0.000     .0118508    .0145518 
           z |   .0070246   .0006799    10.33   0.000     .0056919    .0083573 
          z2 |  -.0001082   .0000151    -7.15   0.000    -.0001378   -.0000785 
       _cons |   .5389731   .0201063    26.81   0.000     .4995616    .5783847 
------------------------------------------------------------------------------ 
 
Greece 
 
Linear regression                                      Number of obs =    6836 
                                                       F(  4,  6831) = 2709.31 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.7076 
                                                       Root MSE      =  .26512 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .7398625   .0107062    69.11   0.000     .7188751    .7608499 
           s |   .0168643   .0010021    16.83   0.000        .0149    .0188287 
           z |   .0107335   .0012147     8.84   0.000     .0083522    .0131147 
          z2 |  -.0001779   .0000275    -6.47   0.000    -.0002318    -.000124 
       _cons |   1.669132   .0679651    24.56   0.000     1.535899    1.802365 
------------------------------------------------------------------------------ 
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Spain 
 
Linear regression                                      Number of obs =    8848 
                                                       F(  4,  8843) = 3799.60 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.7094 
                                                       Root MSE      =  .27661 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .7187288   .0101682    70.68   0.000     .6987967    .7386609 
           s |   .0216141   .0011892    18.17   0.000     .0192829    .0239453 
           z |   .0066541   .0010584     6.29   0.000     .0045795    .0087287 
          z2 |  -.0000685   .0000219    -3.13   0.002    -.0001114   -.0000256 
       _cons |   1.678863   .0577148    29.09   0.000     1.565728    1.791997 
------------------------------------------------------------------------------ 
 
Portugal 
 
Linear regression                                      Number of obs =   10186 
                                                       F(  4, 10181) = 4101.48 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.7881 
                                                       Root MSE      =  .22868 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .8198847   .0144355    56.80   0.000     .7915882    .8481812 
           s |   .0139634   .0014443     9.67   0.000     .0111322    .0167945 
           z |   .0035807   .0009037     3.96   0.000     .0018093    .0053522 
          z2 |  -.0000447   .0000169    -2.64   0.008    -.0000779   -.0000115 
       _cons |   1.056252   .0758707    13.92   0.000      .907531    1.204974 
------------------------------------------------------------------------------ 
 
Austria 
 
Linear regression                                      Number of obs =    2764 
                                                       F(  4,  2759) = 1754.93 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.8050 
                                                       Root MSE      =  .25821 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |    .734045   .0240946    30.47   0.000     .6867997    .7812902 
           s |   .0145235   .0024542     5.92   0.000     .0097113    .0193358 
           z |   .0070732   .0025197     2.81   0.005     .0021326    .0120139 
          z2 |   -.000121   .0000504    -2.40   0.016    -.0002199   -.0000221 
       _cons |   1.106555   .0776585    14.25   0.000     .9542803    1.258829 
------------------------------------------------------------------------------ 
 
Finland 
 
Linear regression                                      Number of obs =    1191 
                                                       F(  4,  1186) =  200.81 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.6599 
                                                       Root MSE      =  .26255 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .6341611   .0655839     9.67   0.000     .5054877    .7628345 
           s |   .0229301   .0040109     5.72   0.000     .0150608    .0307995 
           z |    .006066   .0031192     1.94   0.052    -.0000537    .0121858 
          z2 |  -.0000409    .000074    -0.55   0.581    -.0001862    .0001043 
       _cons |   1.198021   .2193737     5.46   0.000     .7676173    1.628425 
------------------------------------------------------------------------------ 
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Luxemburg 
 
Linear regression                                      Number of obs =     763 
                                                       F(  4,   758) = 1153.27 
                                                       Prob > F      =  0.0000 
                                                       R-squared     =  0.8896 
                                                       Root MSE      =  .16551 
 
------------------------------------------------------------------------------ 
             |               Robust 
         lnw |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     lnw(-1) |   .8974548   .0256433    35.00   0.000     .8471145    .9477951 
           s |   .0072912   .0027012     2.70   0.007     .0019885     .012594 
           z |   .0017657   .0028041     0.63   0.529    -.0037389    .0072704 
          z2 |  -.0000438   .0000609    -0.72   0.473    -.0001634    .0000758 
       _cons |   .5931718    .126598     4.69   0.000     .3446474    .8416962 
------------------------------------------------------------------------------ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


