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#### Abstract

We look at gender differences in competitiveness, risk preferences and altruism among a sample of 824 children and adolescents aged 8 to 16 in Armenia. Exploring four different competition tasks, girls are significantly more competitive in one task when it comes to performance change, and there are no gender differences in the other tasks or in the propensity to choose to compete. We find that girls are more altruistic and less risk taking than boys, and that the latter gap appears around the age of puberty. These results suggest that gender gaps in competitiveness are not always present.
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## 1. Introduction

Although women in many countries are as likely as men to pursue higher education and participate in the labor market, men still dominate top positions in most sectors in most societies. A number of reasons for this have been proposed in the economics literature including taste based or statistical discrimination, as well as gender differences in preferences, with the focus on competitiveness, risk preferences and social preferences. Women are in general found to be less risk taking than men, and sometimes also less competitive and more altruistic (see, e.g., Bertrand, 2010; Croson and Gneezy, 2009; Eckel and Grossman, 2008a,b; Engel, 2011).

Meanwhile, relatively little is known about the development of the gender gaps in economic preferences, to what extent children and adolescents exhibit the same type of gender differences in preferences as adults do, and to what extent culture and context might matter. This paper aims to contribute to further this understanding.

In this paper we explore the gender gap in preferences among children and adolescents in Armenia. We focus on competitiveness, risk preferences and altruism since these are the three areas in which gender differences are often found. Competitiveness is typically measured by either the performance change in response to a competitive setting compared to a noncompetitive setting, or the choice of whether to compete or not when given the choice between a competitive setting and a noncompetitive setting. We study competitiveness using both measures in running, skipping rope, math and word search, as well as competitiveness at the choice whether to compete or not in math and word search. We study risk preferences by having the subjects choose between different certain amounts and a gamble. Finally, we study altruism through a dictator game where the recipient is a charity.

We find that boys and girls are equally competitive when it comes to performance change in skipping rope, math and word search, whereas girls are more competitive than boys in running. The latter result is different from what has previously been found among children. However, this difference is only present among older children in our sample. There is no gender gap in the choice to compete or not in math or word search. We find that boys are more risk taking than girls and that this gap appears around the age of 12 . We also find that girls are significantly more altruistic than boys.

When it comes to competitiveness, most previous related studies find that if there is a gender gap in any of the measures, men and boys tend to be more competitive than women and girls (e.g. Gneezy et al., 2003; Gneezy and Rustichini, 2004b; Gupta et al., forthcoming; Niederle and Vesterlund, 2007; Sutter and Rutzler, 2010). However, the gap can be influenced by the sample in which competitiveness is studied, concerning both country and age group. Among adults, the impact of culture on the gender gap in competitiveness has been shown by Gneezy et al. (2009), who find that men are more competitive than women in a patriarchal society in Tanzania whereas this gender gap is reversed in a matrilineal society in India. The task performed also seems to
matter. In some cases (Gneezy and Rustichini, 2004a; Gunther et al., 2009; Kamas and Preston, 2010; Niels and Reiner, 2010; Shurchkov, forthcoming) but not others (Wozniak et al., 2011) the gender gap in competitiveness among adults diminishes when the task performed is word related compared to, for example, solving mazes or simple math.

Among children, tasks and culture have also been shown to influence the size and existence of a gender gap in competitiveness. However, the results are somewhat mixed (Andersen et al., 2011; Booth and Nolen, 2011a; Sutter and Rutzler, 2010; Zhang, 2011). For example, Dreber et al. (2011b) find no difference in the gender gap between running, skipping rope and dancing, whereas Cardenas et al. (forthcoming) find some influence of the task but only in Sweden. When it comes to cultures, the results are also mixed. For example, Gneezy and Rustichini (2004b) find that boys but not girls are competitive when it comes to performance change in running in Israel, whereas Dreber et al. (2011b) find no gender gap in Sweden and Cardenas et al. (forthcoming) find no gender gap in Colombia or Sweden with this measure in the same task.

Studies on risk taking among adults typically find that women are less risk taking than men (Croson and Gneezy, 2009). When it comes to children, Harbaugh et al. (2002) find no gender gap, whereas Borghans et al. (2009); Dreber et al. (2011b); Sutter et al. (2010) and Cardenas et al. (forthcoming) find that boys are more risk taking than girls. As for competitiveness, there is some evidence that the gender gap in risk taking seems also to be influenced by the context or sample studied. Booth and Nolen (2011b) compare children around the age of 15 in single sex and mixed schools and find that boys are more risk taking than girls in mixed schools but that there is no gender gap when comparing boys to girls from single sex schools. Girls are also more risk taking when assigned to all-girl groups than when assigned to mixed groups.

When it comes to altruism, Engel (2011) performs a meta-analysis of the experiments on the dictator game among adults and finds that women are more altruistic than men. The results from studies on children are thus far mixed, where some find that girls are more altruistic (Dreber et al., 2011a; Gummerum et al., 2010; Harbaugh et al., 2003), some that there is no gender gap (Benenson et al., 2007; Blake and Rand, 2010), and one study finds that girls are less altruistic (Fehr et al., 2011). ${ }^{1}$

Our results add to the literature on the importance of studying different samples, cultures and age groups when exploring the foundations of (gender differences in) economic preferences. Understanding the (development of) gender gaps in competitiveness, risk preferences and altruism will hopefully further our understanding of the gender gaps observed in important economic outcomes such as those related to the labor market (see, e.g., Bertrand, 2010, for further discussion). Armenia is different from most countries previously studied in that it was part of the Soviet Union and that perhaps the communist policies aimed at influencing the position of women in Armenia during the Soviet era had a long lasting and deep impact.

[^1]The rest of the paper, which reports the results of two large scale economic experiments, is organized as follows. We present the experimental setup and procedures in Section 2. Results for the competitiveness part of the study are presented in Section 3, for risk preferences in Section 4 and altruism in Section 5. We finish by a discussion in Section 6.

## 2. Experimental Design and Procedures

Our experiment was divided into two major parts. The experimental design and procedures closely follow to that of Cardenas et al. (forthcoming). ${ }^{2}$ The experiments took place in two nearby secondary schools in the capital of Armenia, Yerevan, during a four week period in April-May 2010. ${ }^{3}$ Overall 824 students aged 8 to 16 (in school years 2 to 10,428 boys and 396 girls) participated in the study.

The first study took place during regular physical education classes with students in years 2 to 9 and used two experimental tasks: running and skipping/jumping rope. ${ }^{4}$ Before the study began the subjects were told that they would participate in a series of tasks. In this part of the experiment, no extrinsic compensation was awarded and we relied on the intrinsic motivation that comes from winning a race or a competition, as in Gneezy and Rustichini (2004b) and Dreber et al. (2011b).

The subjects performed the tasks in a random order and in the presence of their classmates. Both the running and skipping rope tasks consisted of two rounds. In the first round, the subjects performed the task alone. In the second round the subjects performed the task in pairs. While performing the tasks in the first round the subjects were unaware of the existence of the second round. In the second round, after all the students had completed all first-round tasks, the students were matched with someone who had a similar performance to themselves in the first round. If more than two students obtained the same result in the first round, the matching was random. The students were made aware of the exact matching procedure. We also let a separate group of students perform the task alone in the second round to serve as control for unobservable characteristics that might differ between genders.

Performance in running was based on how fast the children ran 4 times 13 meters (for a total of 52 meters) and was the same for all the subjects. When competing in running in the second round, the students started at the same time and ran parallel to each other. The skipping rope task was different for younger and older children. In the skipping rope task, students in years 2 to 6 jumped with a long rope that one teacher or experimenter and one child turned and performance was measured by the number of jumps until the child first missed. Students in years 7 to 9 skipped

[^2]a regular jumping rope for two minutes and performance was measured by the number of jumps in these two minutes. When competing in skipping rope in the second round, two ropes were put next to each other and the students were instructed to start jumping at the same time. Our main measure of competitiveness in running and skipping rope is the absolute change in performance between the first and second rounds, the most common measure of the reaction to competition.

The second study took place during regular class hours, in their own classrooms, with students in years 2 to 10. At the start of the experiment the students were told that they are taking part in an economic experiment and can earn prizes or money by earning points through various tasks and that more points would correspond to more prizes or more money. As an extrinsic motivation the younger children - students in years 2 to 6 - were rewarded with pens, while older subjects - students in years 7 to 10 - were rewarded with money. Information was always revealed sequentially as the experiment progressed and at no point in time did the subjects get any feedback about their performance at any stage.

The students started with either a math or a word search task. Examples of these tasks can be found in Appendix A. The order of these tasks was randomized for each class and year. Each of these tasks consisted of three main stages. Performance in both tasks was measured as the number of correct answers: the number of correctly solved problems in the math task and the number of correct words found in the word search task. The students were sequentially informed of the incentive structure of each stage, which was as follows.

Stage 1: Piece Rate. Students were asked to solve as many problems as possible in 2 minutes. They received 3 points for each correctly solved problem.

Stage 2: Tournament. Students were again asked to solve as many problems as possible in 2 minutes. They received 6 points for each correctly solved problem if they solved at least as many problems as a randomly selected student from their own class with whom they would be paired, otherwise they received 0 points.

Stage 3: Choice of Tournament or Piece Rate. Students were asked to choose either Option One or Option Two and then solve as many problems as possible in 2 minutes. If a student chose Option One, she would get 3 points per solved problem. If she chose Option Two, she would be randomly paired with another student in her own class and she would get 6 points per correctly solved problem if she solved at least as many problems as the other student, otherwise she would get 0 points as in Stage 2 .

Comparing performance in the second stage with performance in the first stage gives us a measure of competitiveness as absolute performance change or reaction to competition, whereas the choice in the third stage gives as a measure of competitiveness as a preference for competition. In the last stage of each task, Stage 4, we asked the children to guess how many children they
believed had performed better than they did for both the first stage (piece-rate scheme) and the second stage (forced tournament). ${ }^{5}$

After the math and word search tasks the students participated in a risk task. The risk task consisted of six choices where the students could choose between a $50 / 50$ gamble, a lottery in the form of a coin flip that gave 10 or 0 points and a safe option, where the certain amount increased successively in points, from 2 to 7.5 . Our first measure of risk preferences relies on the unique switching point where the subject switches from preferring the gamble to preferring the safe option. This measure excludes inconsistent subjects, i.e. those with multiple switching points. Since some of our subjects are inconsistent in their choices, as in most other studies with similar measures, we also employ an alternative measure of risk preferences in order not to exclude the inconsistent subjects. This alternative measure is defined by the number of times an individual chooses a risky option, the gamble, over a safe option.

Next, the students took part in a dictator game, where they were asked to allocate 100 experimental points between themselves and a well known charity organization, Zeitoun Orphanage in Yerevan. The children were informed that the points they allocated to the charity would be converted to gifts and money and sent by the experimenters to the orphanage at the end of the study. The amount that a student donates to the charity is our measure of altruistic behavior.

Finally, at the end of the study, the students were administered an "exit" survey in order to measure different beliefs concerning the different tasks, motivation, cooperation, competition as well as collect some demographics. ${ }^{6}$ After the experiment was over the experimenters collected and corrected all the papers and the students received their rewards.

Summarizing, the experimental design allows as to analyze (1a) competitiveness as performance change in running, skipping rope, math and word search, (1b) competitiveness as preference for competition in math and word search, (2) risk preferences through incentivized choices over lotteries and safe options, and (3) altruistic behavior via a dictator game.

## 3. Results: Competition

In this section we test whether there is a gender gap in competitiveness among children and adolescents in Armenia and whether the nature of the experimental task affects the size and direction of the gender gap. We start by looking at gender differences in competitive behavior in the running and skipping rope tasks. Then we address the effect of the gender composition in the competitive setting in these same tasks and present a robustness test. Thereafter we turn to looking at gender differences in competitive behavior in math and word search tasks.

[^3]Throughout the paper all tests of the differences in means are analyzed using the nonparametric Wilcoxon-Mann-Whitney $U$ test and a two sided $t$ test. Only the $p$-values for the Mann-Whitney $U$ tests are reported unless otherwise noted. ${ }^{7}$ All the error bars in the graphs are $95 \%$ confidence intervals based on a normal distribution. ${ }^{8}$

### 3.1. Competitiveness in Running and Skipping Rope

For the analysis in this subsection and for descriptive purposes, we find it useful to divide the whole sample into three age groups, based on the year in school: years 2 to 4 ; years 5 to 6 ; and years 7 to $9 .{ }^{9}$ We will refer to these samples as the younger, middle, and older samples, respectively. As noted before the skipping rope task was different for the older sample. This division allows us to compare performance distributions between genders and also across age more conveniently. Throughout the analysis, we also report results based on the whole sample.

### 3.1.1. Competitiveness in the Running Task

In the running and skipping rope tasks we had two groups of school children performing the task (competitive and control treatments). Since all conditions were identical in the first round, we can pool the outcomes to test for a gender difference in speed. Figure 1 presents a summary plot of the distribution of running times by gender and by age group is presented. We find that in the individual setting, in all the samples, boys ran on average faster than girls. The $p$-values for a significant gender difference are less than 0.001 , see Table 1. ${ }^{10}$ We note that this result is different from Gneezy and Rustichini (2004b) and similar to Dreber et al. (2011b).

When it comes to competitiveness, Table 2 shows that average performance in the competitive Round 2 differs significantly from performance in the noncompetitive Round 1 (Wilcoxon matched pairs signed-rank test, henceforth SR test in the tables). In all the samples both genders improve their performance significantly in running.

Figure 2 shows the distribution of the performance change in running for all the samples under study. In the whole sample, there are significant gender differences ( $p<0.001$ ): girls compete more. This result is mainly driven by older girls. In the younger sample of school children this gender difference is not significant ( $p=0.257$ ). The $p$-value for a significant gender difference in the middle and older samples of school children are 0.012 and 0.002 , respectively.

[^4]Table 1 - Speed in the First Round

| Age Group | Boys | Girls | All | M-W test <br> $(p-$ value $)$ |
| :--- | :---: | :---: | :---: | :---: |
| Years 2 to 4 | $17.76(1.68)$ | $19.14(1.60)$ | $18.39(1.78)$ | $<0.001$ |
|  | 136 | 113 | 249 |  |
| Years 5 to 6 | $16.80(1.16)$ | $18.47(1.42)$ | $17.68(1.54)$ | $<0.001$ |
|  | 63 | 69 | 132 |  |
| Years 7 to 9 | $15.03(1.50)$ | $16.74(2.08)$ | $15.88(2.01)$ | $<0.001$ |
|  | 124 | 122 | 246 |  |
| All | $16.53(1.96)$ | $18.03(2.08)$ | $17.25(2.15)$ | $<0.001$ |
|  | 323 | 304 | 627 |  |

Notes: The table shows the means as the main number and the standard deviations in parentheses. Number of observations are below the means.


Figure 1. Distribution of running times in the first round, by gender and age group

Table 2 - Performance in the Running Task (seconds)

| Age Group | Sex | Round 1 | Round 2 | SR test <br> $(p-$ value $)$ | Number of <br> observations |
| :--- | :--- | :--- | :---: | :---: | :---: |
| Years 2 to 4 | Boys | 17.67 | 17.14 | $<0.001$ | 100 |
|  | Girls | 19.27 | 18.60 | $<0.001$ | 87 |
| Years 5 to 6 | Boys | 16.89 | 16.67 | 0.005 | 54 |
|  | Girls | 18.50 | 17.93 | $<0.001$ | 60 |
| Years 7 to 9 | Boys | 15.13 | 14.92 | 0.001 | 100 |
|  | Girls | 16.94 | 16.27 | $<0.001$ | 91 |
| All | Boys | 16.50 | 16.17 | $<0.001$ | 254 |
|  | Girls | 18.19 | 17.54 | $<0.001$ | 238 |
|  | Total | 17.32 | 16.83 | $<0.001$ | 492 |



Figure 2. Distribution of running time changes, by gender and age group


Figure 3. Average change in time, by gender and age group

Even though we find no significant gender difference in mean change in performance in the sample of younger children, there may be difference in the variances of the performance distributions. We test this and find no significant difference in the variance of change in performance between boys and girls in this sample. This is also true for all the other samples. ${ }^{11}$

The pattern for gender similarities and differences for different age groups are displayed in an aggregated manner in Figure 3. The plot shows the average change in performance by each gender within each sample. Girls on average improved 0.68 seconds in the younger sample, 0.57 seconds in the middle sample, 0.66 seconds in the older sample, and 0.64 seconds overall, or about $3.33 \%$, $3 \%, 3.82 \%$, and $3.43 \%$, respectively. This can be compared to the average improvement for boys. Boys on average improved 0.52 seconds in the younger sample, 0.21 seconds in the middle and older samples, and 0.33 seconds overall, or about $2.86 \%, 1.26 \%, 1.3 \%$, and $1.91 \%$, respectively. As stated, the difference in average change in performance between boys and girls is not statistically significant only in the younger sample. The results are qualitatively the same for average relative change in performance. ${ }^{12}$

### 3.1.2. Competitiveness in the Skipping Rope Task

Since all the conditions are again identical in the first round we can pool the data to test for a gender difference in skipping rope. A summary plot of the distribution of number of jumps by gender and

[^5]Table 3 - Number of Jumps in the First Round

| Age Group | Boys | Girls | All | M-W test <br> $(p-$ value $)$ |
| :--- | :---: | :---: | :---: | :---: |
| Years 2 to 4 | $5.31(6.23)$ | $6.17(7.87)$ | $5.70(7.01)$ | 0.565 |
|  | 135 | 110 | 245 |  |
| Years 5 to 6 | $7.24(9.39)$ | $14.64(17.30)$ | $11.11(14.52)$ | 0.013 |
|  | 63 | 69 | 132 |  |
| Years 7 to 9 | $64.96(42.93)$ | $71.17(28.69)$ | $68.10(36.48)$ | 0.087 |
|  | 119 | 122 | 241 |  |
| All | $28.09(39.27)$ | $34.46(36.80)$ | $31.19(38.19)$ | 0.007 |
|  | 317 | 301 | 618 |  |

Notes: The table shows the means as the main number and the standard deviations in parentheses. Number of observations are below the means.
for each sample is presented in Figure 4. We find that in the individual setting, girls skip rope better than boys do, like in Dreber et al. (2011b). The $p$-value for a significant gender difference is 0.007, see Table 3. However, this gender difference is not significant in our sample of younger school children. It turned out that the younger children were not familiar with the task and had difficulty to perform it. Skipping rope used to be a common activity for young children in Armenia, but this is no longer true. Also, remember that the skipping rope task was not exactly the same for older and younger children, hence the much higher performance of the older children. When it comes to competitiveness, Table 4 shows that average performance in the competitive setting (Round 2) differs significantly from average performance in the noncompetitive setting (Round 1 ) only in the older sample. Again, this could be due to the fact that the younger children had difficulty to perform an unfamiliar task.

Figure 5 shows the distribution of performance change in skipping rope for all the three age groups and overall. There are no significant gender differences in the average change in performance in any of the samples under consideration ( $p=0.941, p=0.724$, and $p=0.527$, respectively). However, the variance of change in performance is significantly higher for girls in the younger sample (Levene's test, $p=0.033$ at the median) and older sample (Levene's test, $p=0.086$ at the median) but this difference also vanishes when we look at the variance of relative change in performance.

The pattern for gender similarities for different year groups are displayed in an aggregated manner in Figure 6. The plot shows the average change in performance by each gender within each sample. Girls on average improved by 1.48 jumps in the younger sample, deteriorated by 5.15 jumps


Figure 4. Distribution of jumps in the first round

Table 4 - Performance in the Skipping Rope Task

| Age Group | Sex | Round 1 | Round 2 | SR test <br> $(p-$ value $)$ | Number of <br> observations |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Years 2 to 4 | Boys | 5.14 | 6.52 | 0.084 | 99 |
|  | Girls | 4.68 | 6.16 | 0.126 | 85 |
| Years 5 to 6 | Boys | 7.35 | 6.17 | 0.539 | 54 |
|  | Girls | 13.62 | 8.47 | 0.255 | 60 |
| Years 7 to 9 | Boys | 67.10 | 72.27 | $<0.001$ | 96 |
|  | Girls | 70.92 | 79.45 | $<0.001$ | 88 |
| All | Boys | 29.66 | 31.79 | $<0.001$ | 249 |
|  | Girls | 32.50 | 34.43 | $<0.001$ | 233 |
|  | Total | 31.04 | 33.07 | $<0.001$ | 482 |



Figure 5. Distribution of changes in jumps, by gender and age group
in the middle sample, and improved by 8.93 jumps in the older sample, or about $111 \%, 49 \%$, and $22.6 \%$ respectively. ${ }^{13}$ This can be compared to the average improvement for boys. Boys on average improved by 1.37 jumps in the younger sample, deteriorated by 5.15 jumps in the middle sample, and improved by 5.51 jumps in the older sample, or about $107 \%, 113 \%$, and $18.5 \%$, respectively. As stated, the difference in average and relative changes in performance between boys and girls is not statistically significant in any of the three samples.

### 3.1.3. Impact of Opponent Gender on Competitive Behavior

Since the children could observe each other while performing in the second round, the gender of the opponent is known in both running and skipping rope. We find that both boys and girls compete significantly more against girls with the exception of the younger sample, in which we found no gender difference in reaction to competition. Table 5 gives an overall summary for the whole sample for the different pair compositions in our study for the running task and Table 6 presents the same information for the skipping rope task.

In running, both boys and girls improve the most when competing against a girl. This is also true for any of the samples under investigation. This difference in competitive behavior when

[^6]
## Skipping Rope: Average Change



Figure 6. Average change in jumps, by gender and age group

Table 5 - Running: Performance Change Based on the Gender Composition of the Competing Pairs

| Sample | Number of Obs. | Change in Time | Standard Error |
| :--- | :---: | :---: | :---: |
| Total | 490 | -0.484 | 0.039 |
| Total Boys | 253 | -0.335 | 0.054 |
| Total Girls | 237 | -0.644 | 0.055 |
| Boys with boys | 162 | -0.248 | 0.066 |
| Girls with girls | 143 | -0.764 | 0.073 |
| Boys in mixed pairs | 91 | -0.489 | 0.092 |
| Girls in mixed pairs | 94 | -0.461 | 0.083 |

Table 6 - Skipping Rope: Performance Change Based on the Gender Composition of the Competing Pairs

| Sample | Number of Obs. | Change in Jumps | Standard Error |
| :--- | :---: | :---: | :---: |
| Total | 479 | 2.499 | 0.739 |
| Total Boys | 246 | 2.415 | 1.340 |
| Total Girls | 233 | 2.588 | 1.206 |
| Boys with boys | 129 | 2.116 | 1.090 |
| Girls with girls | 116 | 2.673 | 1.371 |
| Boys in mixed pairs | 117 | 2.744 | 1.340 |
| Girls in mixed pairs | 117 | 2.603 | 1.996 |

facing the same vs. the opposite gender is statistically significant for both girls ( $p=0.006$ ) and boys $(p=0.008)$. However, as before, these significant differences are driven mainly by the older school children. In the younger and middle samples, the difference in competitive behavior when facing the same vs the opposite gender is statistically insignificant for both boys and girls ( $p=0.389$ and $p=0.073$ for boys and girls, respectively in the combined sample of children in years 2 to 6 ).

In skipping rope, again both boys and girls improve the most when competing against a girl, but none of these differences is statistically significant in any of the samples for either gender.

Note that the extant research on the opponent gender effect is mixed. For example, among adults Gupta et al. (forthcoming) and Gneezy et al. (2003) find that women compete more against women and men more against men. Among children, on the contrary, Gneezy and Rustichini (2004b) find that boys are not affected by the gender composition of the competing pairs but girls compete more against boys, while Dreber et al. (2011b) find that neither boys nor girls are influenced by the gender of their opponent.

### 3.1.4. Robustness Check for the Running and Skipping Rope

As stated in the beginning of this section, we also let a separate group of children perform the task alone in the second stage, serving as a control group. We thereby control for unobservable factors that could cause differences in the outcome, such as one gender exerting more effort initially and getting tired faster than the other. The control group includes 135 subjects in the running task (69 boys and 66 girls) and 132 children in the skipping rope task ( 67 boys and 65 girls).

Children performing the tasks alone in the first and second rounds showed, on average, either no improvement or a slight improvement in the second round, depending on the task and the sample under investigation. Most importantly though, the difference in change of performance between genders in not significant in any of the tasks or samples.

We end this subsection by summarizing the results on competitiveness in running and skipping rope. When measuring competitiveness as a performance reaction to a competitive setting we found that girls compete more in running, but there is no gender gap in skipping rope. We also found significant opponent effects in running: both girls and boys improve their performance the most when competing against a girl. However, we should also note that the gender gap in running for the younger children was not significant.

### 3.2. Competitiveness in Math and Word Search

For the analysis in this subsection, we find it useful to divide the whole sample into three different age groups, based on the year in school: years 2 to 5 ; years 6 to 7 ; and years 8 to 10 . We will refer to these samples as the younger, middle, and older samples, respectively. Note that this division differs slightly from the division in the previous subsection. This division is based on the premise that the level of the difficulty of the math task, and hence performance, was the same within each

Table 7 - Performance in the Math Task

| Age Group | Sex | Stage 1 <br> (piece rate) | Stage 2 <br> (tournament) | SR test <br> $(p-$ value) | Number of <br> observations |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Years 2 to 5 | Boys | 19.64 | 22.06 | $<0.001$ | 177 |
|  | Girls | 18.50 | 21.75 | $<0.001$ | 156 |
| Years 6 to 7 | Boys | 11.19 | 15.88 | $<0.001$ | 95 |
|  | Girls | 12.35 | 17.24 | $<0.001$ | 100 |
| Years 8 to 10 | Boys | 6.03 | 7.46 | $<0.001$ | 116 |
|  | Girls | 4.91 | 6.39 | $<0.001$ | 121 |
| All | Boys | 13.50 | 16.18 | 0.018 | 388 |
|  | Girls | 12.50 | 15.62 | 0.001 | 377 |

of the three samples. Therefore comparing and interpreting differences in performance between genders is more straightforward in this manner. Throughout the analysis, we also report results based on the whole sample.

### 3.2.1. Competitiveness in Math and Word Search: Performance Change

Table 7 shows the average performance of boys and girls in Stage 1 (piece rate) and Stage 2 (compulsory tournament) of the math task. Generally, we see that boys are slightly better in the math task than girls. However, this gender difference in performance is not statistically significant in both stages ( $p$-values for the first stage are $0.311,0.298,0.151$, and 0.102 for the younger, middle, older, and the whole sample, respectively). ${ }^{14}$

In all the samples, both boys and girls are competitive in math in terms of reacting to competition (Wilcoxon matched-pairs signed rank tests, see Table 7). The increase from Stage 1 to Stage 2 is perhaps not only due to the higher incentives under the tournament scheme, but also to some learning going on. Figure 7 shows the distribution of performance change in math for boys and girls in all the samples. The figure shows that there are no gender differences in any of the distributions ( $p$-values are $0.158,0.703,0.725$, and 0.195 for the younger, middle, older samples, and the whole sample, respectively). ${ }^{15}$ The pattern for gender similarities for different age groups are displayed in an aggregated manner in Figure 8. The plot shows the average change in performance by each

[^7]

Figure 7. Distribution of performance change in the math task
gender within each age group.
Table 8 shows the average performance of boys and girls in Stage 1 (piece rate) and Stage 2 (compulsory tournament) of the word search task. Generally, we see that girls are better in word search than boys. This gender difference in performance is statistically significant in both stages for the whole sample ( $p=0.001$ and $p=0.003$ in the first and second stages, respectively). ${ }^{16}$

When it comes to reacting to competition both boys and girls are competitive in word search (Wilcoxon matched-pairs signed rank tests, see Table 8). Figure 9 shows the distribution of performance change in word search for boys and girls in all the samples. The histograms show that there are no gender differences in any of the distributions ( $p$ - values are $0.418,0.716,0.415$, and 0.324 for the younger, middle, older samples and the whole sample, respectively). This result is also robust to using a relative performance change as the measure of competitiveness. The pattern for gender similarities for different age groups are displayed in an aggregated manner in Figure 10. The plot shows the average change in performance by each gender within each age group in the word search task.

[^8]

Figure 8. Average change in math performance, by gender and age group


Figure 9. Distribution of performance change in the word search task


Figure 10. Average change in word performance, by gender and age group

Table 8 - Performance in the Word Search Task

| Age Group | Sex | Stage 1 <br> (piece rate) | Stage 2 <br> (tournament) | SR test <br> $(p-$ value $)$ | Number of <br> observations |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Years 2 to 5 | Boys | 4.91 | 5.24 | 0.068 | 177 |
|  | Girls | 5.51 | 5.63 | 0.542 | 156 |
| Years 6 to 7 | Boys | 7.31 | 7.12 | 0.385 | 95 |
|  | Girls | 8.65 | 9.16 | 0.109 | 100 |
| Years 8 to 10 | Boys | 9.78 | 10.69 | 0.008 | 116 |
|  | Girls | 10.70 | 12.03 | 0.001 | 121 |
| All | Boys | 6.95 | 7.33 | 0.018 | 388 |
|  | Girls | 8.01 | 8.62 | 0.001 | 377 |

Math: Share Choosing to Compete


Figure 11. Math: Share choosing to compete


Figure 12. Word: Share choosing to compete

### 3.2.2. Competitiveness in Math and Word Search: Choice

In Stage 3 of math and word search tasks we let the subjects choose their compensation scheme. We find that boys and girls are equally likely to choose to compete in math and word search (math: $p=0.497$, word: $p=0.548$; one sided Fisher's exact test for the whole sample). $53.61 \%$ of boys and $52.25 \%$ of girls chose to compete in math, while $57.36 \%$ of boys and $55.97 \%$ of girls chose to compete in word search. Figures 11 and 12 shows the entry rates of girls and boys into the tournament payment scheme in Stage 3 of the experiment for each of the age groups. Within any of the samples there are no gender differences in competitiveness in terms of choice.

The only pattern that emerges is that in the math task younger children chose to compete significantly more than older ones. $62.46 \%$ of children in the younger sample chose to compete,
compared with $52.82 \%$ in the middle, and $39.66 \%$ in the older samples respectively. These differences between each age group, and for each gender between each age group are very significant using a $\chi^{2}$ test. These differences could be explained by the difficulty of the task. The level of the math task was significantly more difficult for the older sample than for the younger sample (see Appendix A). ${ }^{17}$

To summarize this subsection on competitiveness in math and word search, we found no gender gaps in competitiveness measured as either performance change in reaction to competition or by preference to enter into a competitive environment in either task.

### 3.3. Additional Analysis

At the end of the experiment we administered an "exit" survey, in which, among other things, we elicited perceptions of how boyish/girlish the subjects considered running, skipping rope, math and word search to be. We further asked how boyish/girlish they considered competing in these tasks to be. We used an eleven point scale from 0 to 10 where a lower number indicates rating the task as more girlish and a higher number as more boyish ( 0 corresponded to being very girlish, 5 corresponded to being gender neutral, 10 corresponded to being very boyish). We used a similar scale to elicit how important the subjects considered competing against a boy and against a girl to be (with 0 being not at all important and 10 being very important).

### 3.3.1. Do Subjects Perceive Competing to be Important?

On average, boys rate competing as more important than girls. However, this gender difference is not statistically significant $(p=0.231) .{ }^{18}$ Boys believe it is more important to compete against a boy than against a girl ( $p<0.001$ in all age groups and overall). Girls believe it is more important to compete against a boy than against a girl, but the difference in ratings is not significant ( $p=0.079$ ). Interestingly enough, this does not correspond to what we observe in actual performance change in running and skipping rope. In both tasks, both boys and girls change their performance more when competing against a girl, see Tables 5 and 6 .

### 3.3.2. Do Subjects Perceive the Tasks to be Gendered?

Boys perceive running to be significantly more boyish than girls do ( $p<0.001$ ), but the gap in ratings narrows with age. Boys and girls perceive skipping rope differently. Boys rate skipping rope as more gender neutral, while girls consider it to be more girlish and the difference in ratings is statistically significant ( $p<0.001$ ). When it comes to math boys consider it to be more boyish,

[^9]while girls consider it to be more gender neutral ( $p<0.001$ ), and the gap in rating somewhat narrows with age. When it comes to word search, both boys and girls perceive it to be closer to gender neutral but still differ in their opinions ( $p<0.001$ ).

## 4. Results: Risk Preferences

In this section we test whether there are gender differences in risk preferences among children and adolescents in Armenia. We look at the gender gap in risk preferences measured from incentivized lotteries in the classroom.

For the analysis in this section (and the next), we again find it useful to divide the subjects into roughly three equally sized groups based on age and year in school: years 2 to 4 (average age just under 9 years old); years 5 to 7 (average age of around 12 years old); and years 8 to 10 (average age just under 15 years old). We will refer to these groups as the younger, middle, and older samples, respectively.

Our main measure of risk taking relies on the unique switching point when subjects switch from preferring the safe option to a lottery. We measure risk taking as the certainty equivalent at the switching point, and take it to be the midpoint of the switching interval. In our sample of 762 schoolchildren, $18.63 \%$ of the subjects are inconsistent in their choices of the safe option versus the lottery (coin flip). However, most importantly, there is no gender difference in being inconsistent in the whole sample ( $p=0.274$, equality of proportions test) or any of the subsamples. There is some evidence though that the share of inconsistent subjects is disproportionately higher among younger children. Therefore, we also measure risk preferences in terms of the number of risky options chosen, in order not to exclude those subjects with inconsistent choices. Using this outcome measure, the results are qualitatively similar to those presented here and are relegated to an appendix, see Appendix B.

Table 9 presents summary statistics for the risk measures. In the aggregate, we find significant risk aversion in our sample, with a mean (median) measure of risk of 4.36 (4.5) ( $p<0.001$, Wilcoxon signed-rank test, testing whether it is different from 5). We find that boys take 16 percent more risk than girls do ( $p<0.001$ ). Figure 13 shows the raw distribution of sure amounts at which the subjects started to prefer the safe option by each gender for each of the samples. ${ }^{19}$ The distribution of certainty equivalents will look visually the same. The histograms reveal that the distributions for risk preferences look markedly different for different age groups. The distribution for the older sample is remarkably different from the distribution of the younger sample. ${ }^{20}$

We find a gender gap in risk taking in all the age groups, with boys being more risk taking. However, the information presented in Table 10 and the histograms in Figure 13 clearly demonstrate

[^10]Table 9 - Summary of Risk Measures

| Variable | Sample | Mean | St. Dev. | Median | Min | Max | $N$ |
| :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| Risk | Boys | 4.75 | 2.62 | 4.5 | 1 | 8.75 | 309 |
|  | Girls | 3.97 | 2.36 | 3.5 | 1 | 8.75 | 311 |
|  | Total | 4.36 | 2.52 | 4.5 | 1 | 8.75 | 620 |
| Inconsistent | Boys | 0.20 | 0.40 | 0 | 0 | 1 | 387 |
|  | Girls | 0.17 | 0.38 | 0 | 0 | 1 | 375 |
|  | Total | 0.19 | 0.39 | 0 | 0 | 1 | 762 |
| Risky choices | Boys | 3.02 | 1.94 | 3 | 0 | 6 | 387 |
|  | Girls | 2.50 | 1.81 | 2 | 0 | 6 | 375 |
|  | Total | 2.76 | 1.89 | 3 | 0 | 6 | 762 |



Figure 13. Distribution of risk preferences

Table 10 - Summary of Risk Taking

| Age Group | Boys | Girls | All | M-W test <br> $(p-$ value $)$ | K-S test <br> $(p-$ value $)$ | $t$ test <br> $(p-$ value $)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Years 2 to 4 | $4.56(0.31)$ | $3.98(0.31)$ | $4.27(0.22)$ | 0.230 | 0.512 | 0.184 |
|  | 109 | 102 | 211 |  |  |  |
| Years 5 to 7 | $4.72(0.24)$ | $3.96(0.20)$ | $4.33(0.16)$ | 0.026 | 0.137 | 0.016 |
|  | 99 | 104 | 203 |  |  |  |
| Years 8 to 10 | $4.97(0.21)$ | $3.97(0.16)$ | $4.46(0.14)$ | $<0.001$ | $<0.001$ | $<0.001$ |
|  | 101 | 105 | 206 |  |  |  |
| All | $4.75(0.15)$ | $3.97(0.13)$ | $4.36(0.10)$ | $<0.001$ | $<0.001$ | $<.0001$ |
|  | 309 | 311 | 620 |  |  |  |

Notes: The table shows the mean as the main number and the standard deviation in parentheses. Number of observations are below the means.
that the gender gap in risk taking is not statistically significant in the younger sample, and that we cannot reject the hypothesis that the distributions of risk preferences for boys and girls are the same in this age group (mean age 8.83). On the other hand, while there is mixed evidence that the gender gap in the middle sample is statistically significant, in the sample of older children (mean age 14.53) this gender gap is already highly significant. Older boys are much more risk taking than older girls. Figure 14 presents the gender gaps in an aggregated manner for the three samples. ${ }^{21}$ We can see from the figure, that while on average risk preferences of girls does not change, there is almost a linear increase in average risk taking for boys with age. Comparing older children with younger ones we find that younger children take less risk than older children. This result is driven by the difference between older and younger boys, since girls are equally risk taking in the two groups.

In sum, we find that boys are more risk taking than girls and that this gender gap gets bigger during adolescence.

## 5. Results: Altruism

In this section we look at gender differences in altruism as measured via donations in a dictator game. We find that girls are significantly more altruistic than boys in our sample of students

[^11]
## Gender Gaps in Risk Taking



Figure 14. Average risk taking, by gender and age group
Table 11 - Donations in the Dictator Game

| Sex | Number of <br> observations | Average <br> donation | Standard <br> deviation |
| :--- | :---: | :---: | :---: |
| Boys | 387 | 51.48 | 33.98 |
| Girls | 376 | 60.16 | 32.21 |
| Total | 763 | 55.75 | 33.38 |

( $p<0.001$ ). Girls on average donate 60 experimental points and boys 51 points out of 100 to the charity organization (an orphanage) that is the recipient in our dictator game (see Table 11 for a summary). The distribution of donations by gender is presented in Figure 15. The modal allocation is the $50-50$ split. ${ }^{22}$

Upon a closer look we find that the gender gap is mainly driven by the behavior of older and younger boys. In the younger and older samples, the gender gap is significant ( $p=0.002$ and $p=0.013$, respectively), while in the middle sample the gender gap is not significant ( $p=0.216$ ), see Figure 16.

Figure 17 shows the average donations for boys and girls in different years in school. The data show that there are clear gender differences in altruism for older and younger students, and this is mainly due to the behavior of the boys.

[^12]

Figure 15. Distribution of donations in the dictator game, by gender


Figure 16. Average donations, by gender and age group


Figure 17. Average donation, by gender and year in school

## 6. Discussion and Conclusion

Recent papers have explored to what extent gender differences vary across cultures, contexts and age groups. There is some evidence that culture matters, but not always in predictable ways. For example, Gneezy and Rustichini (2004b) find that among children in Israel, only boys run faster when competing against another child compared to running alone, whereas Dreber et al. (2011b) find no gender gap in competitiveness with this measure in Sweden. Israel typically scores lower on gender equality indices than Sweden, which typically scores in the global top five. Another example that suggests that culture and norms, for example, about gender equality might matter in order to explain gender differences in preferences is Andersen et al. (2011). Comparing competitiveness in terms of the choice to compete or not among children aged 7 to 15 in a matrilineal society and patriarchal society in India, they find no gender gap in the matrilineal society, but that boys become more competitive than girls in the age group 13 to 15 . However, Cardenas et al. (forthcoming) find gender differences in competitiveness in Sweden but not in Colombia, a country that scores substantially lower on gender equality, and Zhang (2011) finds no gender gap in the choice to compete in Chinese Han children but that girls are less competitive in both a matrilineal and a patrilineal group in China.

Contributing to these somewhat puzzling results, we find that in Armenia, a country that scores lower on macro gender equality indices than any of the above mentioned countries (see, for example, Hausmann et al., 2010), girls are in one task more competitive than boys when it comes to performance change, and in the other three tasks there are no gender differences. ${ }^{23}$ There is no

[^13]gender difference in preferences for competition in any age group. As most previous studies, we find that girls are less risk taking than boys. Moreover, we find that girls are more altruistic than boys, something that is not always found among children. The risk taking results replicate what most other studies find on children and adolescents (and adults). Boys appear to become more risk taking than girls around the age of puberty in our sample, perhaps suggesting that the gender gap in risk taking is to an extent related to the hormones (Apicella et al., 2008; Sapienza et al., 2009), though see Zethraeus et al. (2009). Previous results on gender differences in altruism among children are mixed, thus more studies are needed on this topic.

Why girls are if anything more competitive and also less risk taking and more altruistic than boys in Armenia is for us somewhat of a puzzle. A natural extension of our study would be to perform a similar study in other countries of the former Soviet Union, in order to explore whether similar results would be observed. Another possible extension is to also study adults in a country such as Armenia, and also to study subjects living in the countryside rather in the capital, since gender related norms might differ between these areas. Moreover, it has previously been shown that the gender gap in competitiveness and risk taking partly depends on the institutional framework of the experiment (see Balafoutas and Sutter, 2010; Booth and Nolen, 2011a, b; Cason et al., 2010; Cotton et al., 2009; Ertac and Szentes, 2011; Niederle et al., 2010; Niederle and Yestrumskas, 2008; Wozniak et al., 2011). Testing these different setups in a large number of countries would provide an interesting venue for future research.

In sum, our results provide further evidence that it is important to perform studies in different samples, cultures and contexts in order to increase our understanding of (the development of) the gender gaps in economic preferences.

## Appendix A.

In this appendix we present examples of the experimental tasks used in the competitiveness part of the second study (classroom part).

Table 12 shows a few examples of the math exercises that the children solved for various years. Students in years 2 to 5 had only to sum a random sequence of two two-digit numbers, while students in years 6 to 7 had to both add and subtract a random sequence of two two-digit numbers. Students in years 8 to 10 had to both add and subtract a random sequence of three two-digit numbers. All the numbers and mathematical operations were randomly generated to insure that the level of difficulty of the math task was the same throughout all the stages of the experiment for each of the year categories.

Table 12 - Examples of Math Tasks for Various Years

| Years 2 to 3 | Years 4 to 5 | Years 6 to 7 | Years 8 to 10 |
| :--- | :--- | :--- | :--- |
| $1+12=\ldots$ | $82+18=\ldots$ | $93+67=\ldots$ | $96+93+3=\ldots$ |
| $3+5=\ldots$ | $48+10=\ldots$ | $63-38=\ldots$ | $33-9-85=\ldots$ |
| $11+4=\ldots$ | $47+14=\ldots$ | $2-38=\ldots$ | $83+97+14=\ldots$ |
| $17+18=\ldots$ | $39+6=\ldots$ | $71+52=\ldots$ | $31-39+28=\ldots$ |
| $13+8=\ldots$ | $65+7=\ldots$ | $58-72=\ldots$ | $47-11+5=\ldots$ |
| $9+14=\ldots$ | $99+1=\ldots$ | $51+27=\ldots$ | $63+17-72=\ldots$ |
| $10+23=\ldots$ | $68+16=\ldots$ | $89-46=\ldots$ | $9-41-75=\ldots$ |

Figure 18 shows an example of the word search task that was used in the experiment. The students had to find and circle words in any direction on a straight line. Since these word search puzzles were not randomly generated by a computer there might have been slight differences in the difficulty of the word search task in different stages of the experiment. We used the same puzzle within each stage of the experiment for all the subjects.

| $\bigcirc$ | Ч． | F | 3 | E | Q | E | $\Psi$ | E | 2 | $\chi$ | F | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| U | $\chi$ | ᄃ | F | Iu | 3 | T | n | L | ก | $\cap$ | กı | 7 |
| も | $\tau$ | nı | 7 | ¢ | 0 | 1 | 9 | $\bigcirc$ | f | nı | 2 | 3 |
| ¢ | ก | $\Gamma$ | ¢ | E | $\Gamma$ | L | U | $\Phi$ | \＄ | U | b | O |
| U | $\Psi$ | U | し | U | ？ | E | $Ч$ | F | $\Gamma$ | b | U | IU |
| $\Gamma$ | b | F | U． | $\Gamma$ | \％ | F | 2 | ס | ． 2 | $\Gamma$ | n | ঢ |
| U． | 7 | U． | U | U | $\Gamma$ | U | $\checkmark$ | F | IV | b | $\Phi$ | U |
| U | Ч． | \＄ | Q | U | 3 | n | E | $\tau$ | nı | U | F | 2 |
| U | U | 0 | F | $z$ | $\Phi$ | O | 7 | Ч． | 9 | nı | U | nı |
| $z$ | 9 | F | U | E | $\Gamma$ | n | 2 | し | IV | n | E | S |
| U | 2 | nı | $z$ | f | $\rho$ | U | $\mathrm{n}_{1}$ | Ч． | U | U | $\chi$ | U |
| $\rho$ | U． | $\Gamma$ | ，2 | $\tau$ | 3 | 2 | ч | C | $\sigma$ | Q | F | $T$ |
| nı | $\chi$ | F | ס | U | U | $T$ | U． | U | S | U． | Y | \＄ |

Figure 18．Example of a word search task

## Appendix B.

In this section we redo the analysis for the risk preferences employing the number of risky choices as a measure of risk taking. We replicate all the findings on risk taking in the main body of the paper. In the aggregate we find a significant gender gap in risk taking: boys take 20.89 percent more risk than girls do $(p<0.001)$. This gender gap, again, gets bigger with age. In the younger sample of school children (average age 8.83 ) the gap is 15.74 percent while in the older sample of school children (average age 14.72) it is 27.37 percent. The histograms in Figure 19 and information presented in Table 13 reveal that while in our sample of younger children the gender gap in mean risk taking is not significant, it is quite significant in the sample of older school children.


Figure 19. Distribution of risk as measured by the number of risky choices

Figure 20 presents the mean gender gaps in risk taking in an aggregated manner for all the three samples under study. Comparing older children (in years 8 to 10) with younger children (in years 2 to 4) we find that older children are more risk taking (Mann-Whitney $U$ test: $p=0.088$; Kolmogorov-Smirnov test: $p=0.002$ ). While comparing older girls with younger girls and older boys with younger boys only the Kolmogorov-Smirnov test returns a significant test statistic $(p=$ 0.002 and $p=0.001$, respectively; Mann-Whitney $p$-values are 0.161 and 0.203 , respectively).

Table 13 - Summary of Risk as Measured by the Number of Risky Choices

| Age Group | Boys | Girls | All | M-W test <br> $(p-$ value $)$ | K-S test <br> $(p-$ value $)$ | $t$ test <br> $(p-$ value $)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Years 2 to 4 | $2.88(0.20)$ | $2.43(0.21)$ | $2.67(0.15)$ | 0.155 | 0.402 | 0.124 |
|  | 136 | 119 | 255 |  |  |  |
| Years 5 to 7 | $2.99(0.15)$ | $2.54(0.14)$ | $2.77(0.10)$ | 0.040 | 0.535 | 0.027 |
|  | 135 | 134 | 269 |  |  |  |
| Years 8 to 10 | $3.22(0.15)$ <br> 116 | $2.52(0.12)$ | $2.86(0.10)$ | $<0.001$ | 0.004 | $<0.001$ |
| All | $3.02(0.10)$ | $2.50(0.09)$ | $4.76(0.07)$ | $<0.001$ | 0.001 | $<0.001$ |

Notes: The table shows the mean as the main number and the standard deviation in parenthesis. Number of observations are below the means.


Figure 20. Average number of risky choices, by gender and age group
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[^1]:    ${ }^{1}$ Even though there is no gender gap in the amount given in the dictator game in Blake and Rand (2010), girls are more likely than boys to give something compared to nothing.

[^2]:    ${ }^{2}$ In particular, for younger children the experimental design and procedures are identical. This was chosen in order to facilitate potential future comparison with the data gathered in Colombian and Sweden.
    ${ }^{3}$ To help run the experiments, we recruited and trained four young female experimenters. For the first study, they all worked together as a team overseeing different tasks, each specializing in one or two tasks, i.e., running times were always taken by the same experimenter. For the second study (classroom part), the experimenters worked in teams of two.
    ${ }^{4}$ The students also participated in a cooperation task, but this is outside the scope of the current paper.

[^3]:    ${ }^{5}$ Since we do not observe differential gender selection into competitive environments, performance beliefs, or under and overconfidence, are not explored in this version of the paper.
    ${ }^{6}$ In this classroom part of the study the students also participated in a public goods game and a time preference task, but analysis of these data are outside the scope of the current paper and will appear in a future paper.

[^4]:    ${ }^{7}$ We have also compared whether the distributions for each reported variable differ between boys and girls using a Kolmogorov-Smirnov test. The results are similar to those reported for mean values, unless otherwise noted.
    ${ }^{8}$ We should note that none of the relevant variables are normally distributed when employing standard tests of normality, e.g., Shapiro-Wilk and Skewness/Kurtosis tests.
    ${ }^{9}$ Note that students in year 10 did not participate in this part of the study.
    ${ }^{10}$ Additional regression analysis of time in the first round on age and a female dummy shows that girls ran on average 1.62 seconds slower compared to boys, and an additional year in age resulted in 0.49 seconds of improvement in speed.

[^5]:    ${ }^{11}$ Since the most common test for comparison of standard deviations, the $F$-test for homogeneity of variances, relies on the assumption that the data are drawn from an underlying normal distribution and since none of our relevant variables are normally distributed, we also performed a robust test (Levene's test with mean, median and $10 \%$ trimmed mean). None of these tests indicated significant difference in the variances of the distributions.
    ${ }^{12}$ Average relative change in performance is measured as ((performance in round $2-$ performance in round 1$) /$ performance in round 1).

[^6]:    ${ }^{13}$ Note, that this relative improvement measure ignores those subjects who made 0 jumps in the first round. 31 boys out of 198 and 23 girls out of 176 in years 2 to 6 performed 0 jumps.

[^7]:    ${ }^{14}$ When we look at gender differences in Stage 1 performance within each year, we find some evidence that boys in year 10 are significantly better than girls in math. However, this sample size is quite small ( 41 subjects: 24 girls and 17 boys).
    ${ }^{15}$ In the sample of older students boys have a significantly higher variance in performance change using the robust test, but the difference vanishes when we look at the distribution of relative performance change. Also boys in year 10 appear to be significantly more competitive than girls.

[^8]:    ${ }^{16}$ When we look at gender differences in Stage 1 performance within each year, we find that there is no gender gap in ability in word search only in year 10. However, we should keep in mind that this sample is quite small (41 subjects: 24 girls and 17 boys).

[^9]:    ${ }^{17}$ Additional regression analysis for choice in math and word search tasks reveals no significant gender differences. The only significant variables affecting probability of choosing to compete are ability and risk aversion, and also age in the math task only.
    ${ }^{18}$ However, in the sample of students in years 8 to 10 there is some evidence of significant gender difference: $p=0.026$ for a $t$-test, $p=0.059$ for Mann-Whitney $U$ test, and $p=0.850$ for Kolmogorov-Smirnov test.

[^10]:    ${ }^{19}$ The sure amount is coded as 10 for the subjects who always chose the risky option, and as 2 for the subjects who always chose the safe option.
    ${ }^{20}$ Perhaps younger children have difficulty in processing information about chance, or simply have different risk preferences.

[^11]:    ${ }^{21}$ Doing the analysis for each age separately, shows that a significant gender gap appears at the age of 12 in our sample. Additional regression analysis of risk taking on being female and age shows a significant gender effect. When comparing gender gaps in risk taking between older and younger children in a regression framework, we find that the gap is significant only at the $10 \%$ level.

[^12]:    ${ }^{22}$ Regression analysis controlling for age confirms a strong gender effect, although the coefficient of age is insignificant.

[^13]:    ${ }^{23}$ Global Gender Gap Report 2010 puts Armenia in rank 84, lower than China (61), Colombia (55), Israel (52), Austria (37) and Sweden (4).

