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ABSTRACT

The aim of this paper is to provide empirical evide on the dynamics of the city size
distribution. We use data for the United State®ughout the twentieth century on two
geographical units: cities, understood as incotedrgplaces, and metropolitan areas. We
focus our analysis on the naiies that enter in the distribution during theipé. The main
contribution of the paper is the specific studytleése “new cities” in terms of population
growth. Our results enable us to confirm that, wbidies appear, they grow very rapidly and,
as decades pass, their growth slow down or evetindecThis is consistent with the
theoretical framework obtaining mean reversion yevgence) in the steady state and with
the new theories of sequential city growth.
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1. Introduction

The evolution of city size distribution has attextithe attention of many researchers
over a long period of time. It is an important issespecially when talking about the
United States (US) because of its relatively reasian development. Over the last
decades of the nineteenth century and all the tethntentury, the US saw an important
transition from a rural to an urban society. As Kamd Margo (2004) point out, the first
fifty years of the 28 century, the number and size of cities increasgitily. Moreover,
these cities were geographically concentrated wimehestrialization began. However, in
the second half of the twentieth century, this grattchanged. From 1960 to 1990, the
largest cities had a decrease in the number of latpn, basically because population
moved away from the city centres and began the grhenon of suburbanisation,

becoming more important the notion of metropoléaea.

There exists a huge amount of literature, explginumich city size distribution holds
in the steady state behind this growth patternr@laee two main empirical regularities
explaining this fact: the Zipf's law and the Gibsalaw. The first implies that city sizes
follow a power law such that the largest city iscevas large as the second-largest, three
times as large as the third-largest city, and s@see Gabaix and loannides, 2004 for a
further explanation). Alternatively, Gibrat's lawogtulates that the growth rate of the
population is independent of its initial size. Galb@d999), from a theoretical perspective,
points out that, whatever the specific determinarfitsities’ growth are, as soon as they

satisfy Gibrat's law, their distribution will conkge to Zipf's in the steady state.

There are several papers that try to find out whicthose empirical regularities holds
in the US context. Some authors like Krugman (1986 data on US metropolitan areas
in a cross-sectional analysis, showing that Zif#is works for one specific year. Others
like loannides and Overman (2003) focus their &étt@non the dynamics and conclude
that Gibrat's law holds while others like Black amtenderson (2003) reject this
hypothesis. An important finding is the result frétackhout (2004) which demonstrates
that Gibrat’s law explains city size distributiomen taking into account the entire sample
while Zipf’'s law only works for the upper tail afi¢ distribution. Moreover, Reed (2002)
finds a generalized distribution in the steadyesthfait can reconcile Zipf's and Gibrat’s

law. Using the same database as ours, Gonzale{2@aD) also find that Gibrat's law



holds in mean growth rates, when using informatiball the cities, and Zipf's law only
when restricting the sample at the top biggest.ones

However, while in many of these studies the nundfecities or metropolitan areas
has been considered constant, there have beenatbers that allow for the entrance of
new cities in the sample. Some authors, as Gabaixl@annides (2004), wonder what
would happen to city size distributions when netiesiemerge. Dobkins and loannides
(2000) try to address this issue. They allow fanscities to enter in the sample but only
when they reach the 50,000 inhabitants threshotdse they use metropolitan area’s

data.

The entrance of new cities is especially importemthe US case because of its
enormous development during the"agentury. At the beginning of the period there were
10,499 cities while in 2000 there were 19,229. hhenber of cities has almost doubled
from 1900 to 2000. And, apart from the increaséhennumber of cities, their population
has grown as well. There are some cities that,hieybeginning of the century already
existed. This is the case of New York, Detroit, lAasgeles or Miami. These four cities
grow more during the first half of the century, bl growth rates are higher for the cities
from Miami and Los Angeles. This is due to the fewit New York and Detroit were
created at the beginning of the™&entury while Los Angeles and Miami are relatively
new cities in 1900. In fact the initial populatiadi Miami in 1900 was only 1,681
inhabitants, while in 2000 the cibas 362,470 inhabitants. The second half of thaucgn
is also different for those four cities. New Yorloderates its growth, from rates between
40% and 35% in the first half to others from 3%4.% during the second part. The case of
Detroit is even more illustrative: in the secondf lséithe 20" century, the city decreases
between the 22% and the 7%. On the other hand, Maaoh Los Angeles still increase
with significant growth rates: 25% to 15% and 264 6%respectively.

Apart from the cities that already exist at theibemg of the period, there are lots of
other cities that appear in the US geography dutieg?®’ century. An example could be
the case of Boca Raton, which entered the US systed®30 growing at 48% and
increasing this growth rate until 1960, where @rtst slowing down until 19%. There are
many other cities that do not exist on 1900 buy the so on 2000 because they appear in
any of the hundred years in between. In fact, veeiaterested in study how this “new

cities” behave.



This growth pattern illustrated by the examplesvabis what literature has called the
sequential city growth. There are authors like Cebg2011) which tests a model of
sequential city growth (see Cuberes, 2009) in whitilhs grow sequentially meaning that,
within a country, the largest cities are the fistgrow. At some point this growth slows
down and the next-largest cities start to grow aodon. His results point out that
historically, urban agglomerations have followedeguential growth pattern. Henderson
and Venables (2009) also present a model in whit@sgrow sequentially, allowing for
the entrance of new cities in the sample but takibgaccount immobility of housing and
urban structure. They also show that efficient fation of cities involves local

government intervention to finance development.

Our research comes within the framework of thisusegjal city growth literature. We
are interested in analyze how this new cities emdhe sample in terms of population
growth. According to this literature, when thosées appear, they should grow faster
and, as time passes, they become more mature epgltdw down their growth or even
decrease. We test empirically this issue with patam and non-parametric methods.
Moreover, we are interested, not only in the dymapart of the analysis, but also in a
long-term interpretation. According to Black andnderson (2003) and Henderson and
Wang (2007), there exists mean reversion wheniagito the steady state and therefore

Gibrat’s law is rejected. Our results are consistath their findings.

We use data on US cities and metropolitan areasdar to analyze how they grow
when they enter in the sample and which is theatwgion. To our knowledge, this is the
first paper that analyzes the growth patterns e$¢hnew cities (and metropolitan areas).
Our results show that when cities appear, they gapidly and then their growth rate
slow down and finally decrease. As incorporatedgdaare the definition of legal cities,
we are interested in replicating the analysis fetropolitan areas because they represent
more natural economic areas than cities. Howeuss, results do not confirm our
hypothesis. It could be due to the fact that a opstlitan area is an aggregation of
different cities. Even if the area is new, theedtwithin it might not be new. Moreover,
you do not know how old the area is because it adm¢sappear in the sample until it
reaches the minimum population threshold. So lacgers, which are more mature, have

lower growth rates than smaller cities and the egate effects may disappear.



The structure of the paper is the following. Sett presents the data. Section 3
explains the empirical methodology. In section 4 digcuss the main results. Section 5

provides the non-parametrical analysis and se@iooncludes.

2. Data

In this paper, we use data on cities and MetrtgoolStatistical Areas (MSAS) for the
US during the 20 century. The database is the same as the onebysadnzalez-Val (2010)
adding a few periods for the MSAs dataset. Thermédion of both geographical units was

obtained from the annual census published by th€&i%us Bureau.

First of all, we should take into account thatréhis not just one way when defining a
“city”. For our analysis we use incorporated plac®gscording to the census, an incorporated
place isa type of governmental unit incorporated under state law as a city, a town (except
New England, New York and Wisconsin), a borough (except in Alaska and New York city), or
a village and having legally prescribed limits, powers and functions. The Census Bureau
recognizes incorporated places in all states exkleptaii, so we do not include it in our
sample. Moreover, we exclude Puerto Rico and Alakleto the fact that these states (also
Hawaii) were annexed during the second half of28 century. As Eeckhout (2004) shows
in his paper, it is important to take into accotimt whole sample without size restriction
(truncated distributions can lead to biased resudts we include all the incorporated places
from the census for each decade.

We also use data on MSAs in order to take intomaet for those people that live
outside incorporated places and to compare rebeliseen both geographical units (cities
and MSAS). As loannides and Overman (2003), forpim@od from 1900 to 1950 we use data
from Bogue’s Standard Metropolitan Areas (1953).tbtek the definition of SMAs (Standard
Metropolitan Areas)for 1950 and reconstructed the population forghgod from 1900 to
1940. This means that some of the SMAs in 1900 waraller than the 50,000 inhabitants’
threshold, so we exclude them until they reach tiddff. For the period 1950 to 2000 we
took the MSAs data published by the Census Bureau.

As Glaeser and Shapiro (2003) point out, MSAsmatdti-county units that capture

labor markets, so we can interpret them as mucke moonomic units than places. But there

! The definition of a metropolitan area was firstuied in 1949 under the name of Standard Metropohtza
(SMA). It changed to Standard Metropolitan StatitiArea (SMSA) in 1959 and in 1983 was replaced by
Metropolitan Statistical Area (MSA).



is one problem on the use of MSAs instead of pléicasarises directly from their definition.
A MSA usually comprise a group of counties thatuiegja central city with a minimum of
50,000 inhabitants (this criterion has changed tiveiperiod of analysis), so we can conclude
that only larger cities are considered. As we dmtbre, we want to include all the data

without size restrictions in our sample so we n@ede than just the largest cities.

There is another more specific problem on the afs&1SAs for our analysis. As
Dobkins and loannides (2001) show, the US systerhasacterized by the entry of new cities
that could affect the city size distribution. As &ee interested in these cities particularly,
using data on incorporated places provides monmition than using only the MSAs data.
However, as we said before, MSAs are bigger geddgap areas and include a large
proportion of the population living in rural aredut, despite the sample of incorporated
places covers a lower percentage of the total @dipul, it is almost entirely urban (94.18% in
2000) compared with the urban population in the M$28.35%).

Table 1 shows the summary of statistics for thpupation of incorporated places in
each decade of the period of analysis. Table 2eptegshe same summary statistics, but for
MSAs, where we can see the minimum threshold od@D,nhabitants. At first glance, we
can observe that the number of existing cities M&a\s is increasing over time. It is so their
size. What these tables are showing is the urb@mizgrocess that the US experienced
during the past century. The number of cities iI@@R@ almost twice the one in 1900 and
more than twice for MSAs. It means that the appesgaof new units (cities or MSAS) is
important when studying the US population growtbgess.

Table 1. Descriptive statistics of Incorporated places

Year Cities Mean Size Staf‘df"“d Minimum Maximum
Deviation

1900 10,499 3,467,335 42611.45 7 3,437,202
1910 13,580 3609.59 50343.25 7 4,766,883
1920 15,076 4,086,834 57534.99 3 5,620,048
1930 16,189 4,769,608 68449.72 1 6,930,446
1940 16,406 4,975,686 71988.26 1 7,454,995
1950 16,930 5,659,778 76471.86 2 7,891,957
1960 17,834 6,452,649 75176.16 1 7,781,984
1970 18,312 7,145,626 75669.77 4 7,895,563
1980 18,766 7,426,214 69449.73 2 7,071,639
1990 18,971 7,990,691 72144.92 0 7,322,564
2000 19,229 8,931,416 78138.9 0 8,008,278

Note: Alaska, Hawaii and Puerto Rico are excluded



Table 2. Descriptive statistics of MSA's

Year MSAs Mean Size Sta'ﬁd?“d Minimum Maximum
Deviation

1900 104 280,916 586,361 52,577 5,048,750
1910 130 307,262 719,325 50,731 7,049,047
1920 139 362,905 847,072 51,284 8,490,694
1930 145 445,147 1,063,769 50,872 10,900,000
1940 148 473,984 1,125,419 51,782 11,700,000
1950 150 570,481 1,272,541 56,141 12,900,000
1960 265 478,076 1,093,796 51,616 13,000,000
1970 270 560,024 1,314,282 53,766 16,100,000
1980 281 616,211 1,450,101 57,118 18,900,000
1990 351 586,738 1,451,268 51,359 19,500,000
2000 353 656,758 1,504,512 52,457 18,300,000

Note: Alaska, Hawaii and Puerto Rico are excluded

3. Empirical analysis
3.1. Incorporated Places

In the context of the city size distribution and, particular, in the sequential city
growth literature, we want to test, in each deaaideur sample, which kind of cities grow the

most.

More specifically, as Dobkins and loannides (20@pb)nt out, the US system is
characterized by the entry of new cities during B8 century. We are interested in the
evolution of those specific cities all over theipdrof analysis. As we said previously, cities

will be represented by data on incorporated places.

According to sequential city growth literature, $eo“new cities” should growth
rapidly during the first existence decades andil&ab(or decrease) during the following

ones. In order to contrast this hypothesis, weregg the following model:

Qi :Zﬁkdk,i,t +O, +Y N H U tTE, (1)

k=1
where the endogenous variagles the growth rate for each cityor MSA) and time
calculated ag, =Inp,,, —Inp,, wherep is the population. The coefficientgcorrespond to a

dummy variabled), capturing the age of the cities. In the firstipe, d is equal to one if the



city is “new” and zero if not. A city is new wherath no growth rate in t-1 and have it in t,
meaning that it appeared in time t. When the vadwero could be both because the city does
not exist yet or because the city exists sincditbedecade of the sample so it will never be a

“new” place. Moreoverg, is a time-fixed effect,is a country-fixed effecty, is a region-

fixed effect andy is a dummy capturingther location-fixed effects.

Such specification imposes very little on the oese of dynamics. Table 3 shows the
evolution of those nine dummies over the ten pariodluded in the analysis. We can see the
new-born cities in each decade and their evolutioiii 1990 (the last year is 2000 but we can

only have nine dummies in a ten decades period)e&oh year, d(d;, ,whenk =1) is the

number of new cities that appear that particularyeneaning that in 1910 there are 3,291
new cities entering in the sample, in 1920 theee13748 new cities, and so on. Column d
shows the number of new-born cities that appearydse before, columnsadhe ones that
entered two years before, and so on so forth.rat ight, we can observe that the number of
new cities is decreasing over the century (it iases a bit in 1960 but there is a decreasing
tendency), meaning that as decades pass, less ajteared indicating a transition a stable
situation. Moreover, we can see the evolution ftbmyear they appeared until the end of the
period. We observe that some of them disappeargdgdine century. This is due to the fact
that some of them increased their borders and bedasthers. The number on “new” cities at
the end of the period, which means in 1990, is @ @le obtain it by adding the numbers in
the last row of the table). They represent the 2Z%.f the total sample.

Table 3. Evolution of incorporated places over the 20thtesn
year | dg d, d3 dys ds d¢e d; dg d
19103291 O 0 0 0 0
19201748 3229 O 0 0 0
1930|1270 1712 3171 O 0 0
1940 | 505 12481685 3132 O 0
1950 | 647 489 12131658 3088 O 0
1960|1048 628 470 11671615 3025 O 0
1970 | 757 1027 620 459 11581598 3010 O
1980 | 554 750 1010612 457 11431589 2987 O

1990 | 313 553 750 1008612 457 11431588 2987
Source: Self elaboration with US Census Bureau data

0
0
0
0
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Taking into account the hypothesis we are testivg,expectf, to be positive and

significant the first decades and, as the decadss, jphis coefficient should decrease, losing
the statistical significance or even taking negathralues. However, we need to account for
something more in order not to bias our estimatioe need to add some controls that
capture any time or space trend that could infleethe results. This is the reason why we

include time and state-fixed effects in our estiorat

Furthermore, Black and Henderson (2003) found thi#s in the US which have
coastal locations grow faster and they add somenabvariables in their analysis in order to
capture some market potenttao, to control for these characteristics, we idela dummy
variable that captures the access to navigablersvétecluding access to rivers, lakes or the
ocean) at the state level, and four dummy varialaes for each of the bigger regions in the:
the Northeast, the Midwest, the South and the West.

Apart from those dummies, we include one more obntariable which captures
changes in industrial composition in the US over 26" century. As Kim and Margo (2004)
explain, on the first half of the twentieth centuttye rise of the industrial economy and the
manufacturing (or rust) belt made people to movestward. Since 1950, thanks to the
diffusion of the air conditioning and milder winsethe population grew in the southern part
on the country, leading to the creation of the 8eft. We included two dummies at the state
level, one for each, rust or sun belts, so as wecoatrol for those regional and industrial

patterns on population growth rate.

In some specifications of the model that we eseéniatthe next section, we include a
variable capturing the city size. According to literature, including this variable, we can test
the mean reversion hypothesis. When the coeffi@éthis variable is negative, it means that
we can assume mean reversion (convergence) ingadysstate. A non-significant coefficient
can be interpreted as independence between growltimdaial size, supporting Gibrat’s law.
As we have said before, we are also interestedsiting this hypothesis, in order to align our
results to this literature. Black and Hendersor0O®@®nd Henderson and Wang (2007) found
that the smallest cities grow faster, supportirgriean reversion hypothesis. Therefore, there
Is some kind of “size effect” on growth, because $maller cities grow faster than the larger

ones. However, as our main point is to analyze diggamics before the steady state,

! Other authors like Rappaport and Sachs (2001)itshigner and McLean (2003) also point that haviogeas
to navigable waters play an important role in exptey population distribution.



sometimes, this size effects cause that the terhpfiezts to be more ineffective because the
“new cities” tend to be small cities, and is haydlistinguish both effects. In Section 5 we use
a non-parametric approach to examine the relatipnisétween the temporal dimension of
growth (the age of the city) and initial size. Mover, the city size may be, in some cases, a
source of possible endogeneity. However, in outyaigthe results do not change much from
a specification including the city size to anotlmathout the variable. These are the reason

why we include it but not in all the specifications

3.2. Metropolitan Areas

We replicate the analysis also for MSAs. We wantetst if the growth pattern we
suppose for incorporated places, still works whggragating the geographical units. As we
have mentioned in the second section of this paeviSA usually comprise a group of
counties with a central city with a minimum of 5000inhabitants and some other smaller
places in the surrounding of this central city. &aling to the sequential growth literature,
central city (assumed to be “older” than many athesm the surrounding) will have different
growth patterns over the time period than otheregitwithin the same MSA. More
specifically, central city will be more mature thiwe rest and its growth rate is expected to be
lower. On the other hand, there will be other saraind younger cities that will grow
stronger during the same period. Therefore, it mighthe case that MSAs do not follow the

same growth pattern as incorporated places.

Table 4 shows the evolution of the nine key dumrasiables over the J0century.
There are two main differences between both tallesMSA disappears from the sample
(once a MSA reaches the minimum population threshelver falls down) and the decreasing
tendency on appearance of new MSAs is not as elean Table 3 for incorporated places.
We can observe that the number of “new MSA” at ¢émel of the period is 180, which

represents the 49.85 % of the sample.
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4. Reaults

Table 4. Evolution of MSAs over the 20th century

year [d; d, d3 d; ds dg d; dg

1920 (23 0 O O O O O O O
920 (7 23 0 O O O O O O
9301 6 7 23 0 O O O O O
19490 (3 6 7 23 0 O O O O
19012 3 6 7 23 0 O O O
%0 (85 2 3 6 7 23 0O O O
970 | 6 8 2 3 6 7 23 0 O
1980 (48 6 8 2 3 6 7 230
1990 | 0O 48 6 8 2 3 6 7 23

Source: Self elaboration with US Census Bureau data

Table 5 presents the results of the equation (lipfmrporated places

Table 6 presents the results for MSAs

Table5. Estimation of the dynamic effects of incorporapdaces

1) (2) (3) 4) (5) (6)
di 0.142%** 0.169*** 0.154*+** -0.085 0.118*** 0.128**
(0.005) (0.005) (0.005) (0.078) (0.005) (0.005)
d2 0.048*** 0.069*** 0.070*** -0.135* 0.025*** 0.05***
(0.004) (0.004) (0.004) (0.078) (0.004) (0.004)
d3 0.017%*** 0.035*** 0.036*** -0.150* -0.004 0.013%
(0.003) (0.003) (0.003) (0.078) (0.003) (0.003)
d4 0.002 0.018*** 0.004 -0.165** -0.016*** -0.015*
(0.003) (0.003) (0.003) (0.078) (0.003) (0.003)
d5 -0.016*** -0.0002 -0.023*** -0.179** -0.032%** 0.038***
(0.003) (0.003) (0.004) (0.078) (0.003) (0.003)
dé -0.025*** -0.009*** -0.016*** -0.167** -0.039%** -0.027***
(0.003) (0.003) (0.003) (0.078) (0.003) (0.003)
d7 -0.028*** -0.013*** -0.015*** -0.162** -0.041%** -0.023***
(0.003) (0.003) (0.003) (0.078) (0.003) (0.003)
ds -0.096*** -0.082*** -0.033*** -0.177** -0.106*** -0.036***
(0.003) (0.003) (0.004) (0.078) (0.003) (0.003)
do -0.019%** -0.005 -0.020*** -0.169** -0.026*** -0019***
(0.004) (0.004) (0.005) (0.078) (0.004) (0.005)
City size 0.025*** -0.219%**
(0.0005) (0.003)
City fixed effects No No No Yes No No

11



Time effects No No Yes Yes No Yes
State effects No No No No Yes Yes
Region effects No No No No No Yes
Navigable waters No No No No No Yes
Sun & Rust Belts No No No No No Yes
Observations 160,342 160,342 160,342 160,342 180,34 160,342
R-squared 0.019 0.034 0.042 0.194 0.064 0.087
F 192.6 396.5 298.6 501.7 175.9
Note: Robust standard errors in parentheses (***@¥0* p<0.05, * p<0.1)
Table5. Estimation of the dynamic effects of MSAs
(1) (2) (3) (4) (5) (6)
dl 0.055*** 0.058*** 0.101*** 0.009 -0.024* 0.019
(0.015) (0.016) (0.015) (0.034) (0.013) (0.014)
d2 0.069*** 0.072%** 0.098*** 0.018 -0.009 0.016
(0.016) (0.016) (0.016) (0.031) (0.014) (0.014)
d3 0.005 0.006 0.094*** 0.006 -0.085*** -0.0009
(0.014) (0.015) (0.014) (0.028) (0.012) (0.0112)
d4 0.022* 0.024* 0.073*** -0.004 -0.070*** -0.024*
(0.013) (0.014) (0.013) (0.025) (0.013) (0.012)
d5 0.157*** 0.158*** 0.121*** 0.041 0.057* 0.027
(0.029) (0.029) (0.027) (0.033) (0.030) (0.026)
dé 0.018 0.018 0.071*** 0.001 -0.080*** -0.019
(0.027) (0.027) (0.027) (0.025) (0.027) (0.026)
d7 0.020 0.020 0.067** 0.010 -0.071%** -0.018
(0.028) (0.028) (0.027) (0.024) (0.027) (0.025)
d8 -0.040* -0.040* 0.072%** 0.017 -0.133%** -0.018
(0.024) (0.024) (0.024) (0.014) (0.018) (0.017)
do -0.041** -0.041** 0.048** -0.1371%** -0.038**
(0.019) (0.018) (0.020) (0.018) (0.019)
City size 0.001 -0.125%**
(0.003) (0.019)

City fixed effects No No No Yes No No
Time effects No No Yes Yes No Yes
State effects No No No No Yes Yes

Region effects No No No No No Yes

Navigable waters No No No No No Yes

Sun & Rust Belts No No No No No Yes
Observations 1,734 1,734 1,734 1,734 1,734 1,734

R-squared 0.041 0.042 0.205 0.345 0.270 0.429
F 7.692 6.962 25.71 42.44 12.85 16.51

Note: Robust standard errors in parentheses (***@¥0* p<0.05, * p<0.1)
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5. Non parametrical analysis

In order to complement our results and to illustiltiem in a more visual way, we run
non-linear kernel regressions, which consist onrs-dlerivative approximation of growth
versus initial population level (in logarithmic tes). Desmet and Rappaport (2011) apply the
same analysis also for the United States but witbrdnt geographical units. We run kernel
regressions for the incorporated places, while tdeyso for counties and MSAs. The
estimations are calculated with a 0.5 bandwidth.

This type of analysis allows us to visually congpuhe temporal evolution of
incorporated places by city size. Figure 1 shovesré#sults of kernel regressions for every
decade. At first glance, we can see that smalterschave higher growth and the larger the
city, the less the growth rate. We can also obs#raeat some point, the growth rate becomes
more stable. Moreover, apart from the dynamicscare also conclude that there is presence
of mean reversion because the relation of growth fire is negative in most cases. If this

was not the case, in Figure 1 we would only hav&zbotal lines coinciding with the axis.
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Incorporated places (1st decade, 10133 observations)

Incorporated places (2nd decade, 9636 observations)
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Figure 1. Growth and size by decades
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Incorporated places (3rd decade, 8919 observations)
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Incorporated places (6th decade, 6223 observations)
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Incorporated places (9th decade, 2987 observations)
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6. Conclusions

[TO BE DONE]
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